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Abstract

In the general case the singularity locus of a parallel manipulator of Stewart Gough
type is a cubic surface in the space of translations. In this article we determine
all Stewart Gough platforms which possess only a linear or quadratic singularity
surface. These manipulators have the advantage, that their singularity surface can
easily be visualized because it is a plane or a quadric for any orientation of the
platform. Moreover we also give a geometric interpretation of these manipulators.
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1 Introduction

A parallel manipulator of Stewart Gough type consists of two systems, namely
the platform ¥ and the base >y, which are connected via six Spherical-
Prismatic-Spherical (or Spherical-Prismatic-Universal) joints. The geometry
of such a manipulator is given by the six base anchor points M; € ¥, with
coordinates M; := (A;, B;, CZ-)T and by the six platform anchor points m; € X
with coordinates m; := (a;, b;, ¢;)T. By using Euler parameters (eg, €1, €z, €3)
for the parametrization of the spherical motion group SO(3), the coordinates
m’, of m; with respect to the fixed space can be written as m;, = K~'R-m; +t
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the translation vector t := (t;,%s,¢3)7 and the homogenizing factor K :=
e+ el +e3+es.

1.1 Review on the singularity analysis of SG platforms

It is well known (cf. MERLET [1]) that a Stewart Gough platform (SG plat-
form) is singular if and only if the carrier lines of the prismatic legs be-
long to a linear line complex. This is the case if Q) := det(Q) = 0 holds,
whereas the " row of the 6 x 6 matrix Q equals the Pliicker coordinates
1 := (I;,1;) == (m} — M, M; x 1;) of the " carrier line.

Due to the complexity of ) for the general SG platform, early studies on
singularities focused on special SG platforms, namely those of TSSM, SSM
or MSSM architecture. Work on these manipulators were done by several
researchers (e.g. [1-7]). Moreover based on Grassmann-Cayley algebra the
geometric explanations for the singularities of 31 combinatorial classes of SG
platforms were given by BEN-HORIN AND SHOHAM [8,9].

At the turn of the millennium the first analytic expressions of the singularity
locus of the general SG platform for a fixed orientation was obtained (cf.
[10,11]). Based on a cascaded expansion of the determinant of Q L1 ET AL.
[12] were able to derive the first analytic expression of @ explicitly. A modified
version of this method was given in [13]. Moreover base on [12,13] it was
possible to give algorithms for the computation of the maximal singularity-
free sphere in the workspace of a general SG platform [14] and the maximal
singularity-free workspace for a given orientation [15].

In this context it should be mentioned that the most efficient algorithm to
check if a given workspace is singularity-free is based on interval analysis (cf.
[16]) and does not use the analytic form of ). Moreover note that in practice
it is not only desirable to identify the singularity itself, because the loss of
controllability and may very large forces/torques in the actuators can also
appear in its vicinity. Therefore also different measures indicating the closeness
of a given pose to the next singularity are used. Two such measures/indices
and a detailed review on this topic was given by the author in [17].



1.2  Motivation and related work

Due to LI ET AL. [12] it is desirable for designers to have a graphical rep-
resentation of the singularity set of SG platforms, because then it is easy to
identify the singular locations within the given workspace and determining
whether the singularities can be avoided.

As it is impossible to represent the singularity surface in 6-dimensional space
graphically, only the visualization of 3-dimensional subspaces make sense. This
can be done for a general SG platform according to [12] (for special designs
see also [18,19]).

Usually one fixes the orientational part and visualizes the singularity surface
which is in the general case a cubic surface in the translation parameters
t1,t2,t3. In this case the analytic expression of () allows designers to visualize
interactively the singularity locus on the given workspace for a fixed orien-
tation. But the drawback of surfaces of degree 3 is that they can have very
complicated shapes. Therefore it is desirable from the design point of view to
handle only with SG platforms which have a simple singularity surface for any
orientation.
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Fig. 1. The determination of the whole set of non-planar parallel manipulators with
a cylindrical singularity surface is still an open problem, but there are good reasons
to conjecture that this set consists of only one element, namely manipulator (7)
without planar base given in (a). An example for type (i7) is illustrated in (b).

The best, one can think of in this context, are non-architecturally singular
parallel manipulators those singularity set for any orientation of the platform
is a cylindrical surface with rulings parallel to a given fixed direction p in the
space of translations. In this case the singularity set can easily be visualized
as curve by choosing p as projection direction. In addition the computation
of singularity-free zones reduces to a 5-dimensional task. In NAWRATIL [20] it
was proven that there only exist two planar manipulator designs (see Fig. 1)
with a cylindrical surface, namely:



(i) m1 = ma, m3 = myg, ms = mg and [My, My] || [M3, My] || [Ms, Me] || p,

(13) [Ms, Mg] || [Mq,...,M4] || p, ms = me, My, Mz, M3, My and mq, mg, ms3, my
are collinear.

Unfortunately, the set of SG platforms with a cylindrical singularity surface
has only a very limited variety due to the above given conditions on the design
parameters. Therefore one has to look for manipulators with other simple sin-
gularity surfaces. KARGER [21] suggested to use SG platforms with a quadratic
singularity surface. These manipulators have the following advantages:

e All types of quadrics have well known and rather simple shapes.

e Due to the degree reduction it becomes easier to obtain closed form infor-
mation about singular positions.

e The computations of singularity free zones in the space of translations (for a
fixed orientation) reduces to the minimization of a quadratic function under
a quadratic constraint.

Until now the following results about SG platforms with non-cubic singularity
surface are known:

Planar case: KARGER [21] stated that the problem can be solved explicitly as
a linear system without giving any details about the structure of the solution
set. Moreover he proved that the singularity surface of manipulators with
affine equivalent platform and base is a plane. NAWRATIL [22] showed that
the set of Schonflies-singular SG platforms, whereas the axis of the Schonflies
group is orthogonal to the carrier plane of the platform or base anchor points,
also possesses this property. This is also true for the manipulators (i) and (i7)
given above (cf. [20]).

Non-planar case: KARGER [21] showed that manipulators with affine equiv-
alent base and platform have a non-cubic singularity surface. In addition, he
remarked that these manipulators seem to be not the only possibility, but the
general solution is a difficult task.

Nevertheless, in this article we present a surprising simple method how all ma-
nipulators with a non-cubic singularity surface can be determined and charac-
terized. The geometric interpretation of the result shows that there do not exist
further non-planar SG platforms with a quadratic singularity surface (beside
those with affine equivalent platform and base) as conjectured by KARGER.

Moreover this article also contributes to the field of classifying SG platforms
with respect to their geometrical structure (cf. [23]). In this context also the
work of the Spanish research group around THOMAS should be mentioned
which is also interested in the classification of SG platforms in families sharing
the same singularity structure (cf. [24-26]).



1.8  Owutline and notation

In Section 2 we describe how the coefficients of () are manipulated in order
to get a simple set C of necessary and sufficient conditions for a non-cubic
singularity surface. Based on this set C we prove in Section 4 the main theorem
on SG platforms with a non-cubic singularity surface. The preparatory work
for this main theorem (cf. Theorem 6) is done in Section 3. Moreover we also
give a geometric interpretation of these manipulators in Section 5.

Without loss of generality (w.l.o.g.) we can choose special coordinate systems
in the platform and the base such that Ay = By = By, = C, = Cy = C3 =
ap = by = by = ¢; = ¢ = ¢3 = 0 holds. Under consideration of this choice
of coordinate systems we are able to give the set C of conditions explicitly,
as we use the following compact notation which was introduced in [22]. This
notation is similar to the one used in [12] to obtain the analytic expression
of @ for the general SG platform: We denote the determinant of certain 5x 5
matrices as follows:

|a,b, A, B, Ab| := det(a,b, A, B, Ab) with (2)
a9 b2 AQ BQ A2b2
a=|:|,b=|:|,A=|:|,B=|:|,Ab=| : |. (3
ag 66 A6 B6 A6b6

Moreover we define the following 10 vectors:

Cy Cy Asay Asco Bsas
c=1|:],C=|1], Aa= |, Ac=| ' |, Ba= I
Co Cs Agag Agce Bsag
Babs Bacy Caay Caby Cacy
Bb=| : |, Bec=| : |,Ca=| : |,Cb=| : |, Cc=] :
Bgbg Bgcs Csag Cebg Cecs

Two determinants are called conjugated if they result from each other by
exchanging the platform and the base. For example the conjugate determinant
to |a, b, A, C, Ab| is given by |a,c, A, B, Ba|. It should be noted that there
also exist so-called self-conjugated determinants, e.g. |a, c, A, C, Bb|.

Moreover we denote the coefficients of tithth of Q by Q*. The coefficients of
etebesed of QUF are denoted by Q¥ .



2 Computing the set C of equations

We start by computing @) in dependency of 1, %y, t3 and the r;;’s of Eq. (1).
Then we extract all 10 cubic coeflicients:

300 030 003 210 201 120 021 102 012 111
Q™, @7, Q7 Q77 @7, @7, Q7 Q77 @77, @ (4)

At this stage we replace the r;;’s by the Euler Parameters according to Eq.
(1) and simplify the resulting expressions. We end up with 10 homogeneous
equations QY% = 0 of degree 4 in the unknowns eg, e;, e; and es. In the
following we describe how the coefficients Q“*  of these equations Q7% = 0
have been manipulated in order to get the simplest (shortest) conditions. The
given procedure is the same for all 10 cubic coefficients Q“* of Eq. (4). We
compute the following 28 linear combinations of 4 coefficients of Q¥*:

ijk ijk

ijk ijk ijk ijk ijk ijk
Qoo + Qano + Q004o + Qooos = 4000 — Q0400 + Qooa0 — Qooos = (5)
ijk

Q4000 + Q0400 0040 Q0004 =0 Qipoo — 0400 Q0040 + Q0004 =0 (6)
ijk ijk ijk ijk ijk ijk ijk ijk

Q3100 + Qiz00 + Qios1 + Qoors =0 Qi + Qiion + @si01 + Qro12 = (7)
ijk ijk ijk ik ijk ijk ijk ik

Q3100 + Q1300 — Qooz1 — Qioiz = 0 Qidio + Qirar — Q3101 — Qiniz =0 (8)
ijk ijk ijk ik _ o ik ijk ijk ik _ 0 (9
3100 — &1300 T o031 — o1z = 1210 — &or21 T &a101 — Cioie = 9)
ijk ijk ijk ijk
3100 — &1300 Q0031 Q0013 =0 Q210 — Qo121 Q2101 Q1012 =0 (10)
ijk ijk ijk ijk ijk ijk ijk ijk

Q3010 + Quzo1 + Qtozo + Qilos = 0 Q3110 + Qiia + Qthor + Qivar =0 (11)
ijk ik ik ijk ik ijk ijk ik
s010 T Qaso1 — Qiozo — Qoros = 5110 T Qo2 — Qs — Qiozr =0 (12)
ijk ijk ijk ik ijk ijk ijk ik
3010 — Qosor + Q130 — Qdros = 0 Q3110 — Qi + Qizor — Qo =0 (13)
ijk ijk ijk ijk ijk ijk ijk ijk
010 — Qazo1 — Q1030 + Qoros = 5110 — @itz — Qthor + Qioar = 0 (14)
ijk ijk ijk ijk ijk ijk ijk ijk 15
3001 0310 6130 T 1003 = 2011 0211 1120 + Qtho2 = 0 (15)
ijk ijk ik ijk ijk ijk ijk ijk 16
3001 0310 — &o130 — Kooz = 5011 o211 — Q1120 — Qi = 0 (16)

ijk ijk ijk

3001 — Qgs10 + Q0130 Q1003 =0 Qs011 — Qo211 + Q1120 Q1102 =0 (17)
ijk ijk ijk ijk ijk ijk ijk ijk
001 — Qoz10 — Qorzo + Qroos = so11 — Qaarn — Q1o + Qe = 0 (18)

In addition we compute the following 6 linear combinations of 2 coefficients

of QUk:
ijk ijk
2200 0022 —
ijk ijk 0
2200 — w0022 —

ijk
2020
ik
2020 —

ijk

0202 —

ijk
0202

=0

ijk

The set CY* of equations is completed by Q7)1 =

nations of Eqgs. (5) —

the vanishing of all 35 coefficients of Q¥*.

ijk
2002 T
ijk

2002 —

ijk
0220 —

ijk
G220 = 0

(19)
(20)

0. As the 34 linear combi-
(20) are linearly independent the vanishing of C¥/* equals

If we compute these 35 conditions for each of the 10 cubic coefficients Q“*
of Eq. (4), we recognize that 75 conditions are fulfilled identically. Moreover



the remaining 275 conditions can be written as linear combinations of 5 x 5
determinants of the form:

lu,v,X,Y,Zw| with u,ve{ab,c}, XY e {A B C},

21
and Zw € {Aa, Ab, Ac,Ba, Bb, Bc, Ca, Cb, Cc} (21)

according to the notation introduced in Section 1.3. This follows from the
linear decomposition of the Jacobian’s determinant (cf. L1 ET AL. [12]).

Moreover one can find the following 40 conditions within the remaining 275
conditions, whereas the following four are self-conjugated:

la,b,A,;B,Aa] =0
la,c,A,C,Aa| =0

la,b, A, B, Bb| = 0
la,c,A,C,Cc| =0

(22)
(23)

The remaining 36 conditions are given in 18 pairs of conjugated conditions:

la,b, A, B,Ab| =0 la,b, A, B,Ba| =0 (24)
la,b, A, C,Aa| =0 la,c,A,B,Aa| =0 (25)
la,b,A,C,Ab| =0 la,c,A,B,Bal =0 (26)
la,b, A, C,Ca| =0 la,c,A,B,Ac| =0 (27)
la,b, A, C,Cb| =0 la,c,A,B,Bc| =0 (28)
la,b,B,C,Ba] =0 |b,c,A,B,Ab| =0 (29)
la,b,B,C,Bb| =0 |b,c,A,B,Bb| =0 (30)
la,b,B,C,Bc| =0 |b,c,A,B,Cb| =0 (31)
la,b,B,C,Cal =0 |b,c,A,B,Ac| =0 (32)
la,b,B,C,Cb| =0 |b,c,A,B,Bc| =0 (33)
la,b,B,C,Cc| =0 |b,c,A,B,Cc| =0 (34)
la,c,A,C,Ac| =0 la,c,A,C,Ca| =0 (35)
la,c,B,C,Ba| =0 |b,c,A,C,Ab| =0 (36)
la,c,B,C,Bb| =0 |b,c,A,C,Bb| =0 (37)
la,c,B,C,Bc| =0 |b,c,A,C,Cb| =0 (38)
la,c,B,C,Cal =0 |b,c,A,C,Ac| =0 (39)
la,c,B,C,Cb| =0 |b,c,A,C,Bc| =0 (40)
la,c,B,C,Cc| =0 |b,c,A,C,Cc| =0 (41)

If we set these 40 determinants equal to zero we see that our system of equa-
tions reduces to 102 conditions, which are linear combinations of further 33
determinants of the form given in Eq. (21). If we simplify the ideal spanned
by these 102 equations, we end up with 20 equations which can be broken
up into nine independent systems. Eight systems consist of two equations in
3 determinants. In addition these 8 systems can be grouped into 4 pairs of
conjugate systems. In the following these 4 pairs are given, whereas conjugate
conditions are again written in the same line:



la,c,A,C,Ab|+|a,b,A,C, Ac| =0

la,c, A,C,Ab|+ |b,c,A,C,Aa] =0

la,c,A,C,Cb| + |a,b,A,C,Cc| =0

la,c, A, C,Cb| + |b,c,A,C,Ca| =0

la,b,A,C,Ba| + |a,b,B,C,Aa| =0

la,b,A,C,Ba| + |a,b,A,B,Ca| =0

la,b, A, C,Bb| + |a,b,A,B,Cb| =0

la,b, A, C,Bb| + |a,b,B,C, Ab| = 0

la,c,A,C,Ba| + |a,c,A,B,Cal =0
(42)
la,c,A,C,Ba| + |a,c,B,C,Aa| =0
(43)

la,c, A, C,Bc|+|a,c,A,B,Cc| =0
(44)
la,c, A, C,Bc|+ |a,c,B,C,Ac| =0
(45)

la,c,A,B,Ab| + |b,c,A,B,Aa| =0
(46)
la,c,A,B,Ab|+ |a,b,A; B, Ac| =0
(47)

la,c,A,B,Bb| + |a,b,A,B,Bc| =0
(48)
la,c, A, B,Bb|+ |b,c,A,B,Ba| =0
(49)

The ninth system consists of the following 4 equations, whereas the last one

is self-conjugated:

la,b,B,C, Ac| + |a,b,A,C,Bc| — |b,c,B,C,Aa|] — |b,c,A,C,Ba| =0

(50)
la,b,A,B,Cc| + |a,b,A,C,Bc| — |b,c,A,B,Cal — |b,c,A,C,Ba] =0

(51)
la,b, A, C,Bc| + |a,b,B,C,Ac| + |a,¢, B, C, Ab| + |a,c, A, C,Bb| = 0

(52)
|b,c,A,C,Ba| + |b,c,A,B,Ca| + |a,c,A,B,Cb|— (53)

la,c,B,C,Ab| — |a,b,B,C, Ac| — |a,b,A,C,Bc| =0

Moreover the conjugated conditions to the other 3 equations of this system
can be obtained by adding the respective equation to the self-conjugated one.

Therefore we reduced the system of 275 equations to the above given set C
of 60 equations. In the following we refer to these equations by giving the
respective number plus the letter [ (for left) or r (for right); e.g. by Eq. (221)
the equation |a, b, A, B, Aa| = 0 is meant.



3 Preparatory work for the main theorem

Under consideration of the special coordinate systems introduced in Section 1
the following lemmata and theorems of Section 3 and 4 hold:

Lemma 1 W.l.o.g. we can assume for a non-architecturally singular SG plat-
form that rk(a,b,c) > 1 and rk(A,B,C) > 1 hold. Moreover we can assume
that ¢ resp. C equals the zero vector if rk(a,b,c) = 2 resp. rk(A,B,C) = 2
holds. Therefore we can assume rk(a,b) =rk(A,B) = 2.

Proof:If rk(a, b, c) < 2 resp. rk(A, B, C) < 2 holds all platform resp. base an-
chor points are located on a line or collapse into one point. Such manipulators
are architecturally singular.

The condition rk(a,b,c) = 2 resp. 7k(A,B,C) = 2 implies the planarity of
the platform resp. base. For such a manipulator with planar platform and/or
base we can assume that the anchor points are located in the zy-plane of the
coordinate system of the moving and/or the fixed frame. 0

W.l.o.g. we can assume for the rest of this article that Lemma 1 holds.

Theorem 1 The platform and the base of a manipulator can be scaled inde-
pendently without loosing the property of possessing a non-cubic singularity
surface. Therefore this property is invariant with respect to Fuclidean similar-
ity transformations.

Proof: The proof of Theorem 1 follows immediately from the fact that all 60
conditions of C can be written as linear-combinations of determinants of the
structure given in Eq. (21). O

Theorem 2 There does not exist any SG platform possessing a non-cubic
singularity surface with rk(a,b,c, A,B,C) =4.

Proof: In the following we prove that the 60 conditions of the set C plus the
assumption rk(a, b, c, A, B, C) = 4 imply

rk(a,b,c,A,B,C, Aa, Ab, Ac,Ba, Bb,Bc, Ca, Cb, Cc) = 4. (54)

It was shown by NAWRATIL [27] that this rank condition is sufficient (but not
necessary) for a manipulator to be architecturally singular.

1. rk(a,b, A, B) = 2: As a consequence a and b can be written as a linear
combination of A and B, i.e.

a = )\QA + ,uaB, b= )\bA + MbB (55)



Moreover rk(c, A, B, C) = 4 has to hold. Therefore we have to show that
Aa, ..., Cc can be written as linear combinations of ¢, A, B and C. If one
views the equations in the correct order, one can see that this is the case.
Table 1 contains the respective numbers of equations, whereas the order of
these equations is given by the indices. Depending on the two cases which
have to be distinguished, we need 2 resp. 3 steps:

Tab. 1 Aa Ab Ac Ba Bb Bc Ca Cb Cc
Aapty # 0 || (430)2 | (367)1 | (39r)1 | (260)1 | (370)1 | (380)1 | (390)1 | (38r)1 | (410)1
Na/\b 75 0 (23l)1 (42[)2 (351)1 (427‘)2 (52)3 (447’)2 (35T)1 (44l)2 (237’)1

Table 1

This table has to be read as follows: E.g. the vector Aa has to be a linear combi-
nations of the vectors ¢, A, B and C due to Eq. (231) for the case p,\y # 0.

2. rk(a,b, A, B) = 4: In this case we distinguish the following three subcases:
a. rk(a,b,c) = rk(A,B,C) = 2: From Lemma 1 we get C =c =0, i.e. a

planar SG platform. In this case we are left with the 4 conditions Eqs.
(22) and (24). As a, b, A, B are linearly independent, these 4 conditions
imply

rk(a,b, A, B, Aa, Ab,Ba,Bb) =4 (56)
which is the planar version of Eq. (54) given by ROSCHEL AND MICK
[28].
. rk(a,b,c) = 2 and rk(A,B,C) = 3: Due to Lemma 1 we can assume
c = 0. Moreover we can set

C=M\a+ ueb + pcA + 17¢B. (57)

Due to Egs. (22) and (24), the rank condition of Eq. (56) is also valid in
this case. As Ac = Bc = Cc = 0 holds, we only have to show that Ca
and Cb are linear combinations of a, b, A and B. This follows directly
from Eq. (471) and Eq. (481), respectively.

. rk(a,b,c) =rk(A,B, C) = 3: In this case we get Eq. (57) and

c=\a+ ub+ p.A+ 7.B. (58)

Clearly, Eq. (56) holds again due to Egs. (22) and (24). Ac and Ca
resp. Bc and Cb are linear combinations of a,b, A and B due to the
equations given in Eq. (47) resp. Eq. (48). Finally rk(a, b, A, B, Cc) =4
follows from Eq. (51) which implies Eq. (54).

3. rk(a,b,A;B) = 3: W.lo.g. we can assume that rk(a,b,A;B,C) = 4
holds. As non of the vectors a,b, A, B equal the zero vector and due to

rk(a,b) = rk(A,B) = 2 (cf. Lemma 1), we can always assume w.l.o.g.
that rk(j, A, B, C) =4 and

i=A\j+pA+7B,

c=Aj+pA+7.B+puC

10

(59)



withi,j € {a,b} and i # j hold. Therefore we have to show that Aa, ..., Cc
can be written as linear combinations of j, A,B and C. In Table 2 the
respective numbers of equations are given which yield this fact, whereas

we have to distinguish two cases. Moreover Table 2 finishes the proof of
Theorem 2. Il

Tab. 2 Aa Ab Ac Ba Bb Bc Ca Cb Cc

i 7 0 || (250)1 | (260)1 | (420)2 | (461)2 | (481)2 | (52)3 | (271)1 | (281)1 | (44l)s

pi 70 || (460)2 | (490)2 | (52)3 | (290)1 | (300)1 | (310)1 | (320)1 | (331)1 | (340)1

Table 2
This table has to be read as Table 1.

Now the question remains open, if there exist non-architecturally singular
manipulators with rk(a, b,c, A, B, C) = 5 possessing a non-cubic singularity
surface. In order to reduce the number of cases which have to be discussed
for the answering of this question, we specify the coordinate systems in the
platform and the base in the following way:

Lemma 2 W.l.o.g. we can specify the special coordinate systems introduced
in Section 1 such that ay = Ay = 1 holds.

Proof: We only have to prove that any non-architecturally singular manipula-
tor possesses at least one pair of anchor points (m;, m;) and (M;, M;), whereas
neither m; and m; nor M; and M; coincide; i.e. m; # m; A M; # M;. This can
be done as follows: As not all platform points can collapse into a point there
exist two different platform anchor points m; and m;. If the corresponding
base anchor points do not coincide we are done. In the other case there has to
exist another base anchor point M;, which differs from M; = M;. In the worst
case my coincides with m; but then (m;, mg) and (M;, M) is this point pair.

Now we can renumerate the platform and base anchor points in such a way
that this point pair has the indices 1 and 2 and therefore Asas # 0 holds.
W.l.o.g. we can set Ay = ay = 1 due to Theorem 1. ]

Lemma 3 A manipulator with non-planar platform and base (C # 0 A ¢ #
0) and Bb = Bc = Cb = Cc = 0 possesses 4 collinear anchor points.

Proof: As ¢ # 0 holds, we can assume c¢g # 0. As a consequence we get
Bg = Cg = 0 due to Bc = Cc = 0. Moreover C # 0 holds and therefore we
can assume C5 # 0 which implies b5 = ¢5 = 0. We are left with the equations
B4b4 = B4C4 = C4b4 = C4C4 = O, which anly 04 = B4 =0 or Cy = b4 =0.In
both cases 4 anchor points are collinear (M, My, My, Mg or my, mg, my, ms). O

Theorem 3 All parallel manipulators of SG type with rk(a,b,c,A,B,C) =5
and rk(a,b, A;B) = 3, possessing a non-cubic singularity surface, have /

11



collinear anchor points.

Proof: As the two rank conditions rk(a,b, A;B) = 3and rk(a,b,c,A,B,C) =
5 imply a non-planar platform and base, we only have to prove that Bb =
Bc = Cb = Cc = 0 holds (cf. Lemma 3). Due to Lemma 2 the following five
cases have to be distinguished:

1. b = N(a—A)+ B with \ypy, # 0: As rk(a,c, A,B,C) = 5 holds, the
vectors Aa,...,Cc can be written as linear combinations of a,c, A, B and
C or they equal the zero vector. If one views the equations in the correct
order, one can see that Bb = Bc = Cb = Cc = 0 holds. The equations
(and their order) which yield this result are given in Table 3:

Tab. 3 Bb Bc Cb Cc
a || (L2)s | (L2)s | (L2)s | (L.2)s
c | o0 | 31 | 330 | (3400,
A | (370 | (3801 | (40); | (410)
B | (37r)3 | (40r)5 | (380)3 | (23r):
Cc | Bor | @80 | 31r) | (347)

Table 3

This table has to be read as follows: E.g. the vector Bb has to be independent of
C due to Eq. (30r), because otherwise the vanishing of this equation would imply
rk(a,c,A,B,C) < 5, which is a contradiction. The abbreviation (L.2) means that
e.g. the vector Bb has to be independent of a, because otherwise as is equal to zero
but this contradicts Lemma 2. Moreover the correct order of the equations is given
by the indices.

2. b= M\(a— A) with A\, # 0: For this case we also refer to Table 3.
3. b = 1B with y;, # 0: This case is more complicated. For its solution we
refer to Table 4.

Tab. 4 Ab Ac Ba Bb Bc Ca Cb Cc
a |l 36 | 39 | (220 | 37 | (a0m) | (@20, | 38701 | (a1eny
c (260)1 (460)1 | (481)1 | (50)a | (271)1 | (281)1 | (441)4
A | @2s | @2 can | e | @son | Gon, | @on, |,
B (350)1 (52)5 | (457)3 | (35r)1 | (450)3 | (23r)1
C (46r)1 | (27r)1 | (26r)1 | (48r)1 | (28r)1 (53)5 | (44r)4
Table 4

This table has to be read as Table 3.

4. a= NA + 1B with A\, # 0: For this case we refer to Table 5.
5. a= A,A with )\, # 0: For this case we also refer to Table 5. O
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Tab. 5| Bb Bc Cb Cc
b (370)1 | (380)1 | (400)1 | (411);
c (300)1 | (310)1 | (330)1 | (340),
A (L.2)2 | (L.2)2 | (L.2)2 | (L.2)2
B (37r)1 | (407)1 | (38r)1 | (41r);
C (30r)1 | (337)1 | (31r)1 | (34r);
Table 5

This table has to be read as Table 3.

Theorem 4 All parallel manipulators of SG type with non-planar platform
and base, rk(a,b, A,B) = 4 and rk(a,b,c,A,B,C) = 5, possessing a non-

cubic singularity surface, have 4 collinear anchor points.

Proof: W.l.o.g. we can assume rk(a,b, A, B, C) = 5. Due to Lemma 3 we only
have to show that Bb = Bc = Cb = Cc = 0 holds.

. c = A(a—A)+ ub + 5.B + 7.C with A\. # 0: For this case we refer to
Table 6.

Tab. 6 | Bb Bc Cb Cc
a (L.2)y | (L.2)y | (L.2)y | (L.2)y
b (370)s | (381)s | (400)3 | (411)3
A (300)1 | (311)1 | (330)1 | (341)1
B (37r)a | (407)4 | (280)1 | (41r)4
C (22r)1 | (48r)5 | (317)4 | (347)5
Table 6

This table has to be read as Table 3.

2. ¢ = pb + (.B with p.S. # 0: For this case we refer to Table 7.

Tab. 7 Ab Ac Ba Bb Bc Ca Cb Cc
a | 36r)s | 390 | (2202 | (L.2)2 | (220 | (225 | (220 | (£.2)5
b (52)5 | (45r)5 | (357)3 | (450)4 | (23r)6
A (L-2)3 | (L-2)3 | (290)1 | (300)1 | (3L1)1 | (320)1 | (33D)1 | (341
B | (260), (490)4 | (50)4 | (270)1 | (280)1 | (440)5
C (240)1 | (27r)2 | (247)1 | (22r)1 | (28r)2 (480)5 | (51)6
Table 7

This table has to be read as Table 3.
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Tab.8| Ab | Ac | Ba | Bb | Bc | Ca | Cb | Cc
a || (36r)2 | (30r)s | (L.2)s | (L.2)2 | (L.2)2 | (L.2)2 | (L.2)2 | (L.2)s
b (49r)s | (287)s | (357)3 | (450)4 | (237)6
A || (L.2)s | (L2)5 | (200 | (3001 | (310)y | (320)1 | (330)1 | (341);
B | (260) (490)4 | (50)4 | (270)1 | (280)1 | (440)5
C (240)1 (24r)1 | (22r)1 | (487)4 (480)5 | (51)6

Table 8

This table has to be read as Table 3.

3. ¢ = ub+ B.B+.C with p.5.7. # 0: For this case we refer to Table 8.
4. ¢ = pb + 7.C with p.y. # 0: For this case we refer to Table 9.

Tab. 9 Ab Ac Ba Bb Bc Ca Cb Cc
a (297)9 | (32r)2 | (L.2)2 | (L.2)2 | (L.2)y | (L.2)y | (L.2)2 | (L.2)2
b (26r)3 | (49r)s | (287)s (53)s | (44r)s
A (L.2)s | (L.2)3 | (290)1 | (300)1 | (311)1 | (320)1 | (330)1 | (34l)1
B (261); (490)4 | (457)4 | (2701)1 | (281)1 | (23r)3
C | (24i) (24r)1 | (22r)1 | (487)s (481)5 | (51)s
Table 9

This table has to be read as Table 3.
5. ¢ = 7.C with 7. # 0: For this case we refer to Table 10.

Tab. 10 Ab Ac Ba Bb Bc Ca Cb Cc
a (297)2 | (327)2 | (L.2)2 | (L.2)2 | (L.2)2 | (L.2)2 | (L.2)2 | (L.2)2
b (27r)2 | (267)2 | (497)3 | (28r)2 | (42r)2 | (53)6 | (447)2
A | @2y | @2 | @0 | Go | G | G2 | @30 | ()
B (261)1 | (421)9 (490)3 | (50)4 | (271)1 | (281)1 | (44l)2
C (240)1 (247r)1 | (22r)1 | (48r)y (480)4 | (51)5

Table 10
This table has to be read as Table 3.

6. ¢ = 3.B + v.C with 8.7, # 0: For this case we refer to Table 11.
7. ¢ = 3.B with . # 0: For this case we refer to Table 12. Moreover this case
also finishes the proof of Theorem 4. |

In the following we discuss the remaining special case:
Theorem 5 All parallel manipulators of SG type with planar platform (<

c=0) and rk(a,b,A,B,C) = 5, possessing a non-cubic singularity surface,
have 4 collinear anchor points.
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Tab. 11 Ab Ac Ba Bb Bc Ca Cb Cc
a (297)2 | (32r)2 | (L.2)2 | (L.2)y | (L.2)y | (L.2)y | (L.2)y | (L.2)2
b (27r)9 | (267)2 | (497)3 | (287)2 | (35r)2 | (450)3 | (23r)
A || (L2)s | (L2)s | @900 | (3001 | (311 | (320) | (330)1 | (34D)s
B (261); (490)4 | (50)4 | (271)1 | (281)1 | (441)4
C (240)1 (24r)1 | (22r)1 | (48r)q (481)5 | (51)s

Table 11
This table has to be read as Table 3.

Tab. 12 Ab Ac Ba Bb Bc Ca Cb Cc

a (367)2 | (397)2 | (L.2)2 | (L.2)y | (L.2)y | (L.2)y | (L.2)y | (L.2)2

b (350)2 | (42r)2 | (52)5 | (44r)2 | (35r)2 | (451)3 | (23r)2

A | @2y | (L2)s | onn | 300y | (310 | (3201 | (330 | (340)

B (261); (490)4 | (50)4 | (271)1 | (281)1 | (441)4

C (241)1 | (47r)2 | (24r)1 | (22r)1 | (48r)2 (480)5 | (51)s
Table 12

This table has to be read as Table 3.

Proof: The proof is again done by contradiction. Due to Table 13 we get:

Tab.13| Aa | Ab | Ba | Bb | Ca | Cb
a (L.2)s | (L.2)2 | (L.2)2 | (L.2)s
b
A (200)1 | (300)1 | (320)1 | (331);
B | (250); | (260); (270)1 | (281);
Cc | @) | 24) | (24r); | (22r):

Table 13

This table has to be read as Table 3.

Aa = )\Aaa + ,U/Aab + OéAaA, Ba = MBab + 6BaB7 Ca= ,uCab + ’yCaCy
Ab = Apa+ pab +anA, Bb=pugb+ 65,B, Cb = pucb + v,C,

with Agq + a4, = 1 and A gp+ s, = 0. Moreover the four equations Eqgs. (461),
(471), (481) and (490) remain, which imply

X =as, =Pa =7Yca and Y :=au = Bes = Yoob- (60)
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Therefore we get:

Aa

Ab =

= (1— X)a+ piaeb + XA, Ba=pupb+XB, Ca=pucb+ XC,
—Ya+puwb+ YA, Bb=pugmb+YB, Cb=puub+YC.

Due to Ca and Cb we have to distinguish the following two cases:

1. bs

= 0: We get immediately 0 = Y By and Bsaz = X B3. We distinguish

two cases:

a.

B3 # 0: Therefore we get Y = 0 which implies Ab = p4,b, Bb = ugyb
and Cb = ucpb. As bybsbg # 0 has to hold (otherwise 4 platform anchor
points are collinear) the above expressions can only vanish for pa, =
A4 = A5 = A67 uBy = B4 = B5 = B6 and Moy = C4 = C5 = 06- This is
a contradiction as My = My = Mg holds.

. B3 = 0: In this case we consider the expression for Ab which yields

Yas =Y As. As for Y = 0 we get a special case of item la, we set a3 =
As. Now the expression for Aa implies a3 = 1, which is a contradiction
as the second and third leg coincide.

2. by # 0: Therefore peq, = pep = 0 holds. As the base is non-planar we can
assume w.l.o.g. that Cy # 0. Then we get immediately ag = X and bg =Y
from Ca and Cb, respectively. Moreover the formulas for Ba and Bb imply
teabs = 0 and pupybg = 0, respectively. Now we distinguish the following
two cases:

a.

bg = 0: Therefore we get Cy = C5 = 0 from Cb = 0, because otherwise 4
platform anchor points are already collinear. As bsbsbs # 0 has to hold,
the conditions Bb = ug,b and Ab = p4,b can only be fulfilled for
ipe = B3 = By = Bs and g, = A3 = Ay = As. This already implies
M3 = My = M5, a contradiction.

bg # 0: Now pp, = pupy, = 0 holds and we end up with Bb = bsB and
Cb = 0gC. The respective equations imply b; = bg or B; = C; = 0
for ¢ = 2,...,5. For all possible combinatorial cases we get 4 collinear
points either in the platform or in the base. 0]

4 The main theorem

Theorem 6 (Main Theorem)
A non-architecturally singular SG platform possesses a non-cubic singularity
surface if and only if rk(a,b,c, A, B, C) < 4 holds.

Proof: The proof of the sufficiency follows immediately from the fact that all
60 conditions can be written as linear-combinations of determinants of the
structure given in Eq. (21).
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The proof for the necessity is done as follows: Due to Theorems 2 to 5 of
Section 3 we only have to show that all manipulators with 4 collinear anchor
points and rk(a, b, c, A, B, C) = 5 fulfilling the 60 equations of the set C are
architecturally singular. Moreover due to Corollary 1 of NAWRATIL [27] we
can only get the five types of architecturally singular manipulators those legs
belong in each configuration to a singular linear line complex.

The proof is done by contradiction. W.l.o.g. we can assume mq, . .., my collinear,
ie. b3 = by = ¢4 = ¢5 = 0. We split the proof up into the following cases,
whereas the case study breaks down if we get rk(a,b,c, A, B, C) < 5.

We consider the Eqgs. (311), (341), (371) and (40l) which yield
FBs=0, FCy=0, FBs—=0, FCs5=0, (61)

with F' := bscg B3Cy. Therefore we distinguish the following cases:

4.1 5 platform anchor points are collinear

W.l.o.g. we can assume that mq,..., ms are collinear. Therefore we set b5 =
c¢¢ = 0. Moreover we can assume bg # 0 because otherwise we get solution
(a) of Corollary 1, [27]. If 4 of these 5 platform anchor points coincide we get
solution (d) of Corollary 1, [27]. Therefore we only have to distinguish the
following three cases:

3 of the 5 collinear points coincide: W.l.o.g. we can set my = mg = my.
Now Egs. (291) and (32l) can only vanish without contradiction (w.c.) for:

1. C4y = 0: Now Eq. (53) yields the contradiction.

2. B3 =0, Cy # 0: Then Egs. (251), (271) and (46l) cannot vanish w.c..

3. Bs = (5 =0, B3Cy # 0: Now Eq. (25]) can only vanish w.c. for A5(A3—1) =
0. As A5 = 0 (= M; = Mj5) implies solution (c) of Corollary 1, [27] we set
As = 1. Then Eq. (46!) yields the contradiction.

2 of the 5 collinear points coincide: W.l.o.g. we can set ag = 0, i.e.
m; = ms. Due to Eqs. (271) and (321) we have to distinguish two cases:

1. my = m5: Now Eq. (461) can only vanish w.c. for:

a. B3 = 0: As My, My, M3 are collinear we can set Cy = 0 w.l.o.g.. Now
Egs. (221), (25]) and (46l) cannot vanish w.c..
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b. B4C5—BsCy =0, B3 # 0: As Cy = C5 = 0 already yields a contradiction,
we can assume Cy # 0. Then we can express By from B,Cs — B5Cy =0
and Aj from Eq. (46]) w.l.o.g.. Finally Eq. (471) yields the contradiction.

2. Cy =0, my # ms: Now Eq. (25]) can only vanish w.c. for:

a. Ay = 1: Now Egs. (291) and (461) imply By = 0 (= My = My). Then
Egs. (220) and (24r) cannot vanish w.c..

b. A3 =0, Ay # 1: Now Eq. (461) already yields the contradiction.

5 collinear points are pairwise distinct: Due to Eq. (32]) we have to
distinguish the following two cases:

1. By = 0: As My, My, M3 are collinear we can set Cy = 0 w.l.o.g.. Now Eq.
(471) cannot vanish w.c..
2. Cy =0, B3By # 0: In this case Eq. (471) already yields the contradiction.

For the remaining discussion we can assume that no 5 platform or base anchor
points are collinear.

4.2 4 anchor points of the planar platform are collinear

In this case we set ¢g = 0. Moreover due to Subsection 4.1 we can assume
bsbs # 0. Egs. (281) and (33!) can only vanish w.c. in the following two cases:

M1, My, M3, M, are coplanar: Therefore we set Cy = 0. Then Eq. (29])
yields B3B4(CL3 - CL4)(O5b6 - O6b5)2

1. B3By = 0: W.lo.g. we can set By = 0. Now Eqgs. (22r) and (24() can only
vanish w.c. for By = Bg and A5 = Ag. Then Eq. (48]) yields C5 = Cs (=
Ms = Mg). Now Eq. (471) implies coll(my, m5,mg) = 0'. Then Eqs. (251)
and (461) can only vanish w.c. for solution (e) of Corollary 1, [27].

2. m3 = my, B3B, # 0: Now Eqgs. (22r), (241) and (48() imply M5 = Mg. Then
Egs. (25r) and (46[) can only vanish w.c. for ay = 0 or a4 = 1. In both
cases Eq. (471) yields the contradiction.

3. Cs5bg — Cgbs = 0: This condition already yields the contradiction.

M1, My, M3, M, are not coplanar: Now Eqgs. (28]) and (33[) can only vanish
w.c. for C5 = Cs. Due to Egs. (261) and (481) we distinguish two cases:

1 coll(m;;mj,m) = 0 denotes the algebraic condition for the three points
m;, m;j, m; to be collinear.
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1. As = a3: We have to distinguish two cases due to Eqgs. (22r) and (241):

a. Ms = Mg: Now Eq. (32]) can only vanish w.c. for:

i. coll(my, ms, mg) = 0: W.lLo.g. we can solve the collinearity condition
for ag. Then Eq. (471) implies mg = my. Finally Eq. (25() yields the
contradiction.

ii. Cg = 0, coll(my,ms,mg) # 0: Now Eq. (471) implies m3 = my.
Then Egs. (250) and (46l) can only vanish w.c. for solution (b) of
Corollary 1, [27].

b. Ay = a4, M5 # Mg: Now Egs. (300) and (491) already yield the contra-
diction.

2. M5 = Mg, Az # ag: Due to Eq. (321) we distinguish the following cases:

a. B3 = 0: As My, My, M3 are collinear we can set Cs = 0 w.l.o.g.. Then
Eq. (470) implies coll(my, m5, mg) = 0. From Eq. (46]) we get ay =
az(As —1)/(As — a3). Now Eq. (461) can only vanish w.c. for A3 =0 or
As = 1. In both cases we get solution (e) of Corollary 1, [27].

b. coll(my,ms,mg) = 0, By # 0: W.lLo.g. we can solve the collinearity
condition for ag. Then Eq. (461) can only vanish for:

i. mg = my: From Eq. (251) we get Ag = [A3(Cy — Cs) + AsCs]/Cl.
Finally Eq. (461) yields the contradiction.

11. A6 = [0,4(04 — 06) + A406]/C4, ms 7& my: Now Eq (29[) yields the
contradiction.

c. Cg =0, coll(my, ms, mg)Bs # 0: Now Eq. (29) can only vanish for:

i. Bg = 0: Then Eq. (471) implies mg = my. W.lo.g. we can express
Ag from Eq. (461). Now Eq. (250) can only vanish w.c. for ay = 0 or
ay = 1. In both cases we get solution (b) of Corollary 1, [27].

ii. coll(ms, ms,mg) = 0, Bg # 0: Now Eq. (47]) cannot vanish w.c..

4.8 4 anchor points of the non-planar platform are collinear

Due to Subsection 4.1 and 4.2 we can assume bscg # 0. Moreover due to
Subsection 4.2 we can assume that there do not exist 4 collinear anchor points
in a planar base. Due to Eq. (61) we distinguish the following three subcases:

1. B3 = 0: As My, My, M3 are collinear we can set C4y = 0 w.l.o.g.. Now the
Eqgs. (47r), (48r), (49r) and (53) imply A5 = Ag, Bs = Bg = 0 and C5 = 0.
Then Eq. (51) yields the contradiction.

2. Cy =0, B3B, # 0: In this case Egs. (51) and (53) imply C5 = Cs =0 (=
base is planar). Now Eqs. (477) and (48r) can only vanish w.c. for M5 = M.
As Bs(ay — Ay) — By(az — Az) = 0 yields a contradiction we can express Ag
and Bg from Eqs. (46r) and (49r), respectively.

a. az + a4 # 1: Under this assumption we can compute A, from the only
non-contradicting factor of Eq. (26r). Then Eq. (25r) yields the contra-
diction.
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b. a3 = as—1: Now Eq. (26r) can only vanish w.c. for as(as—1)(Bs—By) =
0. In all 3 cases Eq. (25r) yields the contradiction.

3. Bs = Bs=C5=Cg =0, BsCy # 0: Now Egs. (51) and (52) imply mz = my
and My = Mg, respectively. From Eq. (50) we get Ag = 1 — a4. Now Eq.
(43r) can only vanish w.c. for as(as — 1) = 0. In both cases we get solution
(b) of Corollary 1, [27]. O

5 Geometric interpretation

Under consideration of the special coordinate systems introduced in Section
1 the main theorem (Theorem 6) characterizes all SG platforms with a non-
cubic singularity surface. For arbitrary coordinate systems in the platform and
the base the condition of Theorem 6 reads as rk(M) < 5 (cf. [28]) with

1 aq b1 C1 Al B1 Cl

1 Qg bﬁ Cg AG B@ CG

If we interpret the entries of each row as homogeneous coordinates (1 : a; :
b i ci: Ay : By : C;) of a point X; of a 6-dimensional projective space P° the
characterization can also be done as follows:

If the six points Xy, ..., Xg are located in a 3-dimensional projective subspace
of P% the corresponding manipulator has a non-cubic singularity surface (as-
sumed that the manipulator is not architecturally singular). Moreover the
following theorem holds:

Theorem 7 A non-architecturally singular SG platform possesses a non-cubic
singularity surface if and only if there exists a affine correspondence between
the platform and the base or if the manipulator is planar with rk(M) = 4.

Proof: In the following we assume that the manipulator is non-planar. W.l.o.g.
we can assume that the platform is non-planar and that the anchor points
my,...,my form a tetrahedron. Therefore the four points Xy,..., X, already
span the 3-dimensional projective subspace.

Moreover for the proof we choose again the special coordinate systems in the
platform and in the base introduced in Section 1, whereas asbscy # 0 has to
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hold. Now the Matrix M reads as follows:

1{000]0 0 O
I{lay 0 0] A O O
1las b3 0 | A3 B3 0
1lag bycy| Ay By Cy
1|as bs c5 | As Bs Cs
1] ag bg cg | Ag Bg Cg

Then we consider the rank of the 3 x 3 submatrix W containing the coordinates
of My, M3 and M.

e k(W) < 2: All base anchor points collapse into a point or are located on a
line, respectively. These are architecturally singular manipulators.

e 7k(W) = 2: The base is planar and we get a singular affinity which maps
the platform anchor points onto the corresponding base anchor points.

e k(W) = 3: The base is non-planar and we have a regular affinity between
corresponding anchor points.

The case study for the planar case was already done by KARGER [23] in
another context. Therefore we only sum up the results of the cited publication:

e k(M) < 3: This determines architecturally singular manipulators.

e k(M) = 3: There exists a regular affinity.

e k(M) = 4: This is the remaining special case. According to KARGER [23]
no special geometric properties for these planar parallel manipulators of SG
type were known so far. O

Examples Many examples for planar SG platforms with rk(M) = 4 were al-
ready illustrated by the author in [22]. A further example was given by KARGER
in [21]. Moreover the manipulator of Fig. 1(b) is also of this type.

It should also be noted that the manipulator of Fig. 1(a) has a quadratic singu-
larity surface as there exists a singular affinity between the base anchor points
and the corresponding platform anchor points (cf. [20]). o

6 Conclusion and future work

In this article we determined the whole set of parallel manipulators of Stewart
Gough type which possesses a non-cubic singularity surface in the space of
translations. It turns out that this set can easily be characterized by the rank
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condition given in the stated main theorem (cf. Theorem 6). Moreover we
presented a geometric characterization of these manipulators in Section 5.

Based on the given results we have already determined all manipulators with
a linear singularity surface (cf. [29]). In a further step we want to determine
all manipulators with a quadratic singularity surface, which splits up into two
planes for any orientation. Such SG platforms exist because the manipulator
(i7) of Subsection 1.2 has this property (cf. NAWRATIL [20]).

Indeed in this context it would also be interesting to determine all parallel
manipulators of SG type possessing a cubic singularity surface which splits up
into a plane and a quadric (or even into 3 planes) for any orientation of the
platform (cf. [24,25]).
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