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Abstract

A geometric approach to the computation of precise or
well approximated tolerance zones for CAD constructions
is given. We continue a previous study of linear construc-
tions and freeform curve and surface schemes under the as-
sumption of convex tolerance regions for points. The com-
putation of the boundaries of the tolerance zones for curves
/ surfaces is discussed. We also study congruence trans-
formations in the presence of errors and families of circles
arising in metric constructions under the assumption of tol-
erances in the input. The classical cyclographic mapping as
well as ideas from convexity and classical differential geom-
etry appear as central geometric tools.

1. Introduction

In the past decades, a huge amount of research has been
devoted to geometric problems arising in Computer Aided
Design. Almost always one assumes precise input or one
is not so much concerned about the effect of input errors or
tolerances on the output. However, for practical purposes,
this is a fundamental question. A closer look exhibits a pos-
sible reason for a lack of research in this area: even for
simple constructions, the analysis of tolerances and their in-
terdependencies is quite complex.

Before outlining the contributions of the present paper,
let us briefly review the state of the art in geometric toler-
ancing.

Tolerance logics are tables with the values of the dimen-
sions (distances, radii, angles . . . ) for a special drawing
(designed value, minimal/maximal value and mean value).
Each drawing requires its own table. One disadvantage is
the (semi-)manual creation of the tolerance logics. The de-
signer has to specify the values of possibly hundreds of di-
mensions, a time consuming and risky process, since only a
well trained designer may be able to find the critical toler-
ance combinations (see [16] and references therein).

An alternative is the stochastic approach, where one as-
sumes a distribution for each dimension. Then, with e.g.
a Monte-Carlo simulation one derives an estimation of the
minimal/maximal distance of two points on the designed
object. Again the designer has to find critical situations. An
advantage of the method is a sensitivity analysis which one
can derive from the simulation and its applicability to 3D
problems [44].

Worst case approaches with no manual interaction to
find critical tolerance situations give the designer an easy
to use tool for the tolerance analysis. Requicha [38] intro-
duced such a model based on tolerance zones. Tolerance
zones are also a very intuitive visualization technique for
error propagation in geometric constructions.

Robust geometric computing using tolerance zones and
interval arithmetic has recently received much attention
[1, 17, 20, 18, 40, 41, 42, 43]. Interval arithmetic possesses
a lot of computationally attractive features, but it tends to
overestimate the error and thus may produce too large tol-
erance zones.

For 2-dimensional CAD constructions, important
progress on worst case tolerancing has been made by
C. U. Hinze [16], who analyzed several frequently appear-
ing elementary constructions in the plane involving straight
lines and circles. His tolerance zones for points are convex
and bounded by segments of straight lines and circles.
An application to collision problems involving toleranced
objects has been given by M. Aichinger [2].

Recently, J. Wallner et al. [46] proposed to use more
general convex tolerance zones for points and showed how
linear constructions in arbitrary dimensions and a variety of
curve and surface design schemes can be effectively ana-
lyzed using ideas from convexity. Moreover, the dramatic
change in the level of difficulty when switching to metric
constructions has been illustrated by the seemingly simple
problem of constructing a circle through three points (in the
plane or in space). In fact, this problem is so complex that
only the special case of balls for the tolerance regions of the
three input points has been analyzed.
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In the present paper, we would like to continue these
developments with a major focus on metric constructions
and the computation of boundaries of tolerance zones. Af-
ter briefly reviewing the basic facts on linear constructions
and tolerance zones for freeform curves and surfaces, we
present a surprisingly simple way of computing curvatures
of tolerance zone boundaries for curves in the plane. This
allows us to apply high accuracy approximation schemes to
represent such boundaries. An extension to surfaces is just
outlined and shall be discussed in a separate contribution.
Moreover, we study planar displacements in the presence
of input errors.

We then introduce to a very useful concept from geome-
try: the cyclographic mapping. It is applied to the tolerance
anlysis of constructions involving circles. Finally, a brief
outlook on future research in the wide unexplored area of
geometric tolerancing is given.

The present contribution is thought as a presentation of
basic results as well as ideas and tools from geometry which
simplify the study of tolerance zones in geometric construc-
tions. Many topics we touch need further research. More-
over, in order to get the necessary understanding, we dis-
cuss certain constructions in more generality than the ac-
tual implementation might exhibit. For example, we cur-
rently admit arbitrary convex bodies as tolerance zones for
points. Knowing the type and complexity of the arising con-
structions, we will later decide which restrictions have to be
made for a practical realization of our tolerance analysis.

2. Linear combinations of points and applica-
tions to freeform curves and surfaces

2.1. Support function and linear combination of
convex bodies

Since we will restrict our study to convex tolerance zones
for points, we present a brief outline of necessary facts from
convex geometry.

One of the main tools for studying compact convex bod-
ies of

� d is the support function. This concept has been
used for a long time and there is large amount of literature,
including some monographs on convex geometry (see e.g.
[15] for a detailed overview of the whole field of convex
geometry).

We call a plane ε a support plane of a convex body K if
K has a point in common with ε and K is entirely contained
in one of the two closed half-spaces defined by ε. For all
unit vectors n there is a unique plane ε � n � orthogonal to n
which is a support plane of K such that K lies in the half-
space of ε which is indicated by � n. The oriented distance
of this plane to the previously fixed origin is the value of the
support function s � n � . Then ε has the equation x � n � s � n �
and K lies in the half-space x � n � s � n � .

The domain of a support function is the unit sphere
Sd � 1 of

� d . In the plane (n � 2) it is sometimes useful to
make the domain of the support function the interval � 0 	 2π 
 ,
where an angle φ is identified with the appropriate point of
the unit circle. We will never do this, because we sometimes
evaluate the support function at vectors n and � n, which
are opposite points of the unit sphere. In the case n � 2 op-
posite points correspond to angles φ 	 φ � π, and � φ means
something different. In order to avoid confusion, let us state
explicitly that the minus sign always indicates the opposite
point of the unit sphere.

If K is a convex body, λK is the set of all λx with x � K.
For two convex bodies K1 	 K2, their Minkowski sum K �
K1 � K2 is defined as the set of all x1 � x2 with x1 � K1,
x2 � K2.

For real numbers t1 	 t2 we then can define the body
K � t1K1 � t2K2. Especially we define affine combinations
� 1 � t � K1 � tK2 of convex bodies, and convex combinations,
which are affine combinations with 0 � t � 1.

Among the basic properties of support functions are the
following: If s : Sd � 1  �

is the support function of K, then
K ��� λK has the support function s ��� n ��� λs � n � if λ � 0. The
support function s � of � K is given by s ��� n ��� s ��� n � . If s1 	 s2

are the support functions of K1 	 K2, resp., and 0 � t � 1,
then the convex body K ��� 1 � t � K1 � tK2 has the support
function s ��� 1 � t � s1 � ts2. From this it easily follows that
the support function of the convex body λ1K1 � λ2K2 equals
λ1s1 � λ2s2 if both λ1 	 λ2 are nonnegative.

As an application of this, we derive the support function
s of a linear combination K � ∑λiKi of convex bodies Ki

with support functions si,

K � ∑
λi � 0

λiKi � ∑
λi � 0

λiKi � ∑
λi � 0

λiKi � ∑
λi � 0

��� λi ����� Ki ���

The support function s �i of � Ki is given by s �i � n ��� si ��� n � .
Clearly, the support function of a positive linear combina-
tion of convex bodies is the same linear combination of their
support functions. Thus, the convex body K possesses the
support function

s � n ��� ∑
λi � 0

λisi � n ��� ∑
λi � 0

��� λi � si ��� n ��� (1)

We see that Minkowski sums are the basic entity for linear
combinations of convex bodies. For computational issues of
Minkowski sums in the plane, we refer the reader to Kaul
and Farouki [21] and Lee et al. [23]. In the latter paper,
Minkowski sums are studied for arbitrary planar domains.
This is much more subtle than Minkowski sums of convex
bodies, which is one reason for our limitation to convex tol-
erance zones for points. Instead of the tolerance region of
a point we will also speak of a ’fat point’. Likewise, toler-
ance regions to curves or surfaces will be briefly called ’fat
curves/surfaces’.
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Figure 1. Boundary of a fat line in the plane
connecting fat points K0 and K1 and tolerance
regions to affinely combined points K � a � and
K � b � (a � 0 � 35, b � � 0 � 5)

2.2. Curves and surfaces defined by control points

Let us mention some applications of linear combinations
of convex bodies to geometric tolerancing. For more details,
we refer the reader to Wallner et al. [46].

Spanning line and plane

Given the convex tolerance regions K0 	 K1 to two points in� d , the tolerance regions for the points on the connecting
line are given by

K � t � ��� 1 � t � K0 � tK1 �
For each t, this is a convex domain, and the union of all
domains K � t � is the tolerance zone of the connecting line.
It is bounded by (part of) the envelope of K � t � .

Let us assume disjoint regions K0 	 K1. Then, in the plane,
the tolerance region of the connecting line of the two fat
points K0 	 K1 is bounded by parts of the four common sup-
port lines (tangents for smooth Ki) (see Fig. 1).

In 3-space, the bounding surface of the tolerance region
to the spanning line consists of parts of developable sur-
faces joining the two convex surfaces K1 	 K2. Their compu-
tation is briefly discussed below.

Points of the spanning plane of three fat points Ki in
� 3

are associated to the tolerance regions

K � u 	 v � � uK0 � vK1 � � 1 � u � v � K2 �
Assuming disjoint regions Ki, the boundary of the tolerance
zone to the plane has eight planar faces, which are parts
of the common support planes of the three convex bod-
ies K0 	 K1 	 K2. This is illustrated in Fig. 2 with three balls
K0 	 K1 	 K2. Note that the points of tangency of the common
tangent planes with the spheres are not at the boundary of
the tolerance region for the spanning plane.

Developable surfaces joining two curves or surfaces

Consider two curves or surfaces c1 	 c2. Then, a developable
surface joining the two objects is the envelope of all planes

PSfrag replacements

K0

K1

K2

Figure 2. Boundary of the tolerance region for
the spanning plane of three fat points (balls)

which touch both c1 and c2. Here, a tangent plane to a curve
is a plane through a tangent of the curve. A developable sur-
face contains a one-parameter family of straight lines (rul-
ings, generators). The generators are the connections of the
contact points pi � ci of common tangent planes of c1 and
c2 (Fig. 3).

We may view ci as dual objects, i.e., as sets of their tan-
gent planes. The computation of a joining developable sur-
face is therefore dual to the computation of an intersection
curve of two surfaces. Just like the intersection curve may
have different topological components, the connecting de-
velopable may also consist of different components.

Consider two non-intersecting convex bodies K0 	 K1 in� 3 with support functions s0 	 s1. We admit piecewise
smooth bodies and thus speak of support planes instead of
tangent planes. The normals n of common support planes
satisfy

s0 � n ��� s1 � n ��� 0 	 (2)

if K0 and K1 lie on the same side of the support plane. Nor-
mals to common support planes, where K0 and K1 lie on
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Figure 3. Connecting developable surface of
two surfaces

different sides, are characterized by

s0 � n ��� s1 ��� n � � 0 � (3)

Equation (2) belongs to the first component of the joining
developable. Its part between K0 and K1 lies in the bound-
ary of the tolerance zone for the line segment � 1 � t � K0 �
tK1 	 t � � 0 	 1 
 . Equation (3) is describing the normals of the
developable surface, which contributes to the boundary of
the tolerance zone for t

� 0 and t � 1.

The normals satisfying (2) or (3) form curves on the unit
sphere. These are the Gaussian images of the two com-
ponents of the joining developable surface. Algorithmi-
cally, we have to compute the zero set of a function on the
unit sphere. In general, parameterizations of these spher-
ical curves, say k1 � t � and k2 � t � , can be found only by ap-
proximation algorithms. The developable surfaces are then
enveloped by planes x � ki � t ��� s0 � ki � t � � for i � 1 	 2. Then,
algorithms for working with this dual representation may be
employed. For the latter topic and approximation with ra-
tional developable surfaces, see e.g. [35, 37]. In the present
application, simple boundaries such as those composed by
cones of revolution are an advantage [24, 25].

K0 and K1 may degenerate to planar convex domains.
Such a case is illustrated in Figure 4, where Ki lie in par-
allel planes, say x3 � 0 and x3 � 1. Just the component
to equation (2) between K0 and K1 (0 � x3 � 1) is dis-
played. A plane x3 � t 	 t � � 0 	 1 
 cuts the developable sur-
face in the boundary of K � t � . In a parallel projection onto
x3 � 0 we see the planar figure of a set of convex domains
K � t � ��� 1 � t � K0 � tK1.

Figure 4. Developable surface and convex
combination of convex domains

PSfrag replacements
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Figure 5. Tolerance zone to Bézier curve with
0 � t � 1

Tolerance regions of Bézier curves

A large amount of curve and surface schemes in Computer
Aided Geometric Design consists, in principle, of appropri-
ate linear combinations of control points bi. This allows us
to apply the same methods as above to the tolerance analysis
for many freeform curves and surfaces [46].

Let us look at the example of Bézier curves.
A control point bi of a Bézier curve corresponds to a

convex body Ki as its tolerance zone. It shall have support
function si. The tolerance zone for the curve point with
parameter value t is the convex body

K � t � �
n

∑
i � 0

Bn
i � t � Ki �

The sign of the ordinary Bernstein polynomials is given by

sgn � Bn
i � t � ��� sgn � t � n � i sgn � 1 � t � i

and so the support function s of K � t � is given by

s � n ��� ∑Bn
i � t � s

�
i � n ��	 (4)
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Figure 6. Tolerance zone to Bézier curve with
� 1 � 2 � t � 3 � 2

where

s
�
i � n � �

���� ���
si � n � for t

� 0 	 n � i even, or
t � 1 	 i even, or
0 � t � 1

� si ��� n � t
� 0 	 n � i odd, or t � 1 	 i odd.

This can be symbolized by the following diagram:
PSfrag replacements

t � 0 0 � t � 1 1 � t

Here, the dots are symbolizing the signs of the basis func-
tions Bn

0 	 � � � 	 Bn
n (n � 7 in our example), and fat points indi-

cate a positive sign.
A figure of the union of all possible K’s when t ranges

in an interval, can be seen in Fig. 5 and Fig. 6. Fig. 5
also illustrates the computation of points and tangents of
the boundary of the tolerance zone: In the plane, it is based
on common tangents to the tolerance regions K � � t ��	 K � � t �
which arise in the de Casteljau algorithm. In

� 3 , the curve,
along which the region K � t � touches the envelope (’char-
acteristic curve’) lies on the joining developable surface of
K � � t ��	 K � � t � (see connecting line of two fat points). From
Fig. 6 it is clearly seen that in the case t �� � 0 	 1 
 , the size of
K � t � is rapidly increasing with the distance of t to the stan-
dard interval � 0 	 1 
 . So the often cited ‘optimality’ of the
Bernstein basis is again seen to be valid only in the interval
� 0 	 1 
 (see [11]).

PP00

nnee
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nnee

PP22
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PP33
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EE(   )(   )tt 00
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C0
C3
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C2

Figure 7. To the computation of the curvature
of the boundary of a fat Bezier curve at a point
E � t0 �

More details on the computation of the tolerance zone
boundaries are found in [46], but there are still open ques-
tions in this area. One will be addressed in the following
subsection.

Curvature of tolerance zone boundaries

Let us first focus on a fat Bézier curve in the plane and
discuss the computation of its boundary. Apart from spe-
cial cases discussed below, closed form expressions of the
boundary will not be obtained since the problem of com-
puting common tangents of the fat points K � 	 K � in the
de Casteljau construction will in general not have a closed
form solution. Hence we are interested in a good approx-
imation of the boundary, for which it is desirable to know
the curvatures at discrete boundary points. Then, appro-
priate curve approximation schemes such as high accuracy
geometric Hermite interpolation with polynomial cubics [8]
or osculating arc splines [28] may be applied.

We consider a fat Bézier curve of degree n, whose fat

351



control points Ki shall have C2 boundary curves denoted
by Ci. For convenience, we limit ourselves to the parame-
ter interval � 0 	 1 
 ; extensions follow immediately from the
discussions above. The one-parameter family of fat curve
points K � t � has convex C2 boundary curves C � t � , whose en-
velope E (eventually after trimming away parts in case of
self-intersections of E) forms, together with parts of C � 0 �
and C � 1 � the boundary of the fat Bézier curve (see Fig. 5).

We are interested in the curvature of E at an envelope
point E � t0 � � C � t0 � . Let ne be the outward unit normal of E
andC � t0 � at E � t0 � and consider those points Pi on the control
domain boundaries Ci, which also possess the outward unit
normal ne (see Fig. 7). Points Pi 	 i � 0 	 � � � 	 n are considered
as control points of a Bézier curve B. It follows immedi-
ately from (4), that the curve point B � t � is exactly that point
of the tolerance zone boundary C � t � whose unit normal is
ne (for all t � � 0 	 1 
 ). Moreover, since the curvature radius
of a convex curve is the sum of the support function and
its second derivative, we see that the curvature radius ρc of
C � t0 � at E � t0 � is computed from the curvature radii ρi of Ci

at Pi by

ρc �
n

∑
i � 0

Bn
i � t0 � ρi � (5)

With the curvature radius ρb of the Bézier curve B at B � t0 ���
E � t0 � , we are then able to compute the curvature radius ρe

of the envelope at E � t � :

EE2

ΦΦ

E

E (  )t0

B B (  )(  )tt00
’ ==E E (  )(  )tt00

’

B’B’

BB

CC (  )(  )tt00’

CC(  )(  )tt

CC (  )(  )tt’

Figure 8. Spatial interpretation of curvature
construction of zone boundaries

Theorem 1. The curvature radius ρe of the boundary of a
fat Bézier curve at a point E � t0 � with normal ne is computed
as follows. Compute the curvature radii ρi of the control do-
main boundaries Ci at points Pi with normal ne, and com-
pute the curvature radius ρb of the Bézier curve with control
points Pi at the curve point E � t0 � to parameter t0. Then,

ρe � ρb �
n

∑
i � 0

Bn
i � t0 � ρi � (6)

All curvature radii are the inverse curvatures, i.e., taken
with sign.

Proof: Our proof is based on an interpretation of the planar
figure as projection of a spatial one. We translate each curve
C � t � by the vector � 0 	 0 	 t � up to height z � t in 3-space, see
Figure 8. The translated domain boundaries, denoted by
C � � t � , form the contour curves z � t � const of a surface Φ
in
� 3 . The silhouette of Φ for orthogonal projection into

z � 0 is the envelope E. The lifted points B ��� t � � C ��� t � of
the auxiliary Bézier curve B form a Bézier curve B � on the
surface Φ. The tangents to the level curves C ��� t � at its points
B ��� t � are parallel and form a general cylinder surface which
touches Φ along the curve B � . Hence, the tangents of B �
are conjugate (in the sense of differential geometry) to the
horizontal cylinder generators. In particular, at the lifted en-
velope point E � � t0 � (point on the contour of Φ for z-parallel
projection), the tangent to the level curve C ��� t0 � and the tan-
gent to the Bézier curve B � are conjugate. By a theorem
of H. Schaal on the curvature radius of the silhouette of a
surface [39, 45], we conclude that the sum of the curva-
ture radii of the projections C � t0 ��	 B of the two curves at the
silhouette point E � t0 � equals the curvature radius ρe of the
silhouette. With (5), this proves the claim of the theorem.

It is obvious that an analogous theorem holds for other
linear curve schemes (B-splines, interpolatory C2 cubic
splines, � � � ) as well. The result can also be generalized to
surfaces. Here, curvature radii (inverse curvatures) are re-
placed by inverse Weingarten maps of surfaces which char-
acterize the curvature behaviour. The derivation of this
result is beyond the scope of the present paper and shall
be given elsewhere. We just mention that a special case
concerns curvature computation for general offset surfaces
[34].

Remark. The limitation to C2 boundaries Ci of the fat con-
trol points is not necessary. Replacing normals by normals
to support lines, we can compute points Pi � Ci. If, at a
point Pi curve Ci has a tangent discontinuity (and ne is not
normal to a boundary curve segment ending there), we as-
sign curvature radius 0 to it. If ne is normal at Pi and there
is a curvature discontinuity of Ci, we compute with right
and left limit of the curvature and obtain right and left limit
curvature for the envelope.

‘Interval’ curves and surfaces

If the coordinates of control points are known to lie in cer-
tain intervals, then an equivalent formulation of this is that
the control point itself may vary in some orthogonal paral-
lelotope whose faces are parallel to the coordinate hyper-
planes. In the plane, interval bounds on the coordinates
of points are equivalent to working with tolerance zones of
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points, which are rectangles with edges parallel to the coor-
dinate axes.

The procedure of linear combination, especially of con-
vex combination of such parallelotopes again produces con-
vex orthogonal parallelotopes. If the linear combination is
with nonnegative factors, then the coordinates of the faces
of the box containing the eventual curve or surface point
can be computed by the same linear combination. Inter-
val Bézier curves are studied in [40]. Interval B-splines
and their applications to curves and surfaces were studied
in [17, 20, 41, 42, 43]. There, the authors also address the
boundary computation in the plane, which is simpler than
above, since the boundary consists of special Bézier or B-
spline curves and straight line segments parallel to the co-
ordinate axes. It may be a good exercise to verify this with
help of the spatial interpretation given above.

Ball curves and surfaces

Another class of convex bodies closed under the operation
of linear combination are the Euclidean balls of radius r,
which in dimension one coincide with the intervals, and
which in dimension two are usually called disks. If the lin-
ear combination of control points which yields the eventual
curve/surface point is nonnegative, then both the midpoint
and the radius of the eventual balls is obtained by the same
linear combination of the midpoints and radii of the control
point balls. Planar ‘disk’ Bézier curves are studied in [26].
In dimensions 2 and 3, ball Bézier curves are cyclographic
images of Bézier curves C � in

� 3 and
� 4 , respectively (see

[36] and the following section). We should also remark
that the boundary of the domain to a planar disk Bézier
curve can be parameterized using polynomials and square
roots; it is in general not a rational curve. Only for special
curves C � in � 3 , which are a counterpart to the Pythagorean-
hodograph (PH) curves of Farouki and Sakkalis [14, 10],
these envelopes are rational [29]. Surprisingly, canal sur-
faces which appear as boundaries of ball Bézier curves in� 3 always possess a rational parameterization [32].

General offsets

A further simple special case occurs if all control domains
are translates of a single convex domain D. Then, all fat
points on the fat curve/surface are translates of D.

In case that D is a ball of radius r, the fat curve/surface
is bounded by the two-sided offset at distance r to the center
curve/surface. In the planar curve case, all auxiliary Bézier
curves B are translates of the center curve. Hence, we get
the well-known result that the curvature radius of an offset
is the sum of the curvature radii of the progenitor curve and
the offset distance. Offsets, in particular questions on their
rationality, have been a very active research area in the past
(see e.g. [10, 27, 33]).

Analogously, an arbitrary centrally symmetric convex
domain D gives rise to general offsets as boundaries. The
curvature formula, even for surfaces, is known in this case
[34]. As for classical offsets, it can be formulated with cen-
ter curve/surface and D only. Rationality of general offsets
has also been discussed recently ([3, 4, 34]).

Constructions with linear schemes

So far we are able to compute tolerance regions for lin-
ear curve and surface schemes including the special cases
of spanning line and plane of points. If a construction in-
volves just these basic elements and intersection operations,
the intersections of the tolerance domains have to be com-
puted. This is, particularly in

� 3 , computationally expen-
sive. Moreover, the resulting tolerance regions to intersec-
tion points need not be convex. We then replace them by
their convex hull. Limitation to special convex domains as
tolerance regions for points (such as the 2D approach in
[16]) may help to speed up such computations. However,
note that we are interested in sharp enclosures of tolerance
zones and thus need restrictions that still allow us to get
good approximations. This will be a topic for future re-
search.

2.3. Displacements in the Euclidean plane

A toleranced translation in the plane may be given by
translation vectors v which describe some convex body V .
Then, the image of a fat point K under the translation is the
Minkowski sum K � V .

Let us now study a toleranced rotation. We merge Carte-
sian coordinates � x1 	 x2 � of points in the plane into complex
numbers x � x1 � ix2. In the complex notation, a rotation
around a point c with angle φ maps x to x � via

x � � c � � x � c � eiφ � c � 1 � eiφ ��� xeiφ � (7)

We now assume that the angle φ is precise, but the center
c and point x are fat points (convex domains). Writing the
complex number a � 1 � eiφ in the form a � ρeiψ, we see
that c � 1 � eiφ � � ca describes a convex domain, obtained
from c by a rotation around the origin with angle ψ and a
scaling with factor ρ. Clearly, xeiφ is a rotated copy of x.
Thus, we find the following result: The fat image point is
a convex domain, obtained as Minkowski sum of a rotated
copy of the fat preimage point and a rotated and scaled copy
of the fat rotation center.

In case that the rotation angle φ is also subject to toler-
ances, say φ in some interval I, we can use recent work by
Farouki, Moon and Ravani [13, 12] to study the fat image
points. These are in general no longer convex. In order to
stay within our approach, we have to form the convex hull
of the image domains.
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Figure 9. Cyclographic mapping, top and
front view

3. The cyclographic mapping

In a tolerance analysis of planar metric constructions,
tolerance zones for circles play a central role. These are
formed by k-parameter (k � 1 	 2 	 3) sets of circles. In this
section, we will briefly introduce to a concept from clas-
sical geometry, the so-called cyclographic mapping, which
is very helpful both for understanding circle constructions
and for computing tolerance zones. For a detailed exposi-
tion of this interesting classical topic we refer to the mono-
graphs by Coolidge [6] and Müller and Krames [31]. In
connection with different applications in CAGD, the cyclo-
graphic mapping has recently been applied by several au-
thors [22, 33, 36].

The cyclographic mapping ζ maps a point x � � x1 	 x2 	 x3 �
in
� 3 to an oriented circle in the plane: this circle c � ζ � x �

has midpoint � x1 	 x2 � and radius x3. The sign of x3 deter-
mines the orientation of the circle (Fig. 9); x3 � 0 charac-
terizes a point in the plane. The image circle of x can also
be obtained as follows: consider a cone of revolution with
vertex x, whose axis is parallel to the x3-axis and whose
generators form an angle γ � π � 4 with the axis (and the ref-
erence plane E2 : x3 � 0). In the following, we will call such
a cone a γ-cone. Then, c is the intersection of the plane E2

and the γ-cone Γ � x � with vertex x. This is geometrically a
type of projection, but with help of a cone instead of a single
projection line.

The orientation of a circle c induces orientations of its
tangents; we say that c is in oriented contact with its tan-
gents. Given an oriented line L � E2, we may ask for all
oriented circles c touching L. Their cyclographic preimages
are the points of a plane ε through L, whose inclination an-
gle against E2 is also γ � π � 4 (Fig. 10). Such a plane shall
be called a γ-plane. Hence, we may say that corresponding
to oriented lines in E2 we have γ-planes in

� 3 . Oriented
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Figure 10. γ-cones tangent to a γ-plane

contact between circle and line in the plane is seen as inci-
dence between point and γ-plane in the spatial model, which
is called cyclographic model. All oriented circles touching
an oriented line L at a given point t form a one-parameter
family. The cyclographic preimage is a ruling g of a γ-cone,
which we call a γ-line.

Consider an oriented circle c1, which is cyclographic im-
age of a point p1: c1 � ζ � p1 � . Then, the points of the
γ-cone Γ � p1 � are exactly those which are mapped to ori-
ented circles c � E2 that touch c1. Hence, the construc-
tion of oriented circles touching three circles ci 	 i � 1 	 2 	 3
amounts to computing the intersection of the three corre-
sponding γ-cones Γ � pi � ;ζ � pi � � ci. This leads to (alge-
braically counted) two solutions and also solves the Apol-
lonian problem of constructing all circles which are tangent
to three given circles. Since there are four essentially dif-
ferent orientation combinations of the three input circles,
the Apollonian problem has (algebraically) eight solutions.
This spatial approach to the solution of the Apollonian prob-
lem ([7]) has been the starting point for studying the cyclo-
graphic mapping.

We should mention why three γ-cones (surfaces of order
2), intersect in just two (finite) points, although a careless
application of Bezout’s theorem might yield 2 � 2 � 2 � 8 so-
lutions. This is so, since any two γ-cones share a conic Ω at
infinity (the cones are translates of each other!). This ideal
conic Ω plays an important role for projective and algebraic
considerations.

For our application, orientations are in most cases not
necessary. Then, we can either admit only nonnegative
radii (confine to the positive half-space x3 � 0 in the spa-
tial model) or work with both orientations (associate a pair
of points � m1 	 m2 	�� r � to a circle in E2).
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Figure 11. Cyclographic image of a straight
line

3.1. One-parameter sets of circles

A one-parameter set of circles in E2 corresponds to a
curve p in the cyclographic model. We are interested in
the domain D � p � of the plane which is swept by the image
circles ζ � x � for all points x � p. We call the envelope of
the circles ζ � x � the ’cyclographic image’ of the curve p and
denote it by c � p � .

Let us start with the simplest example, i.e., a straight line
p. If the line p is inclined under an angle α � π � 4 against
E2, the γ-cones Γ � x � for x � p possess two common tangent
planes ε1 	 ε2 as envelope, namely the two γ-planes through
p. The two planes εi intersect E2 in two lines p1 	 p2, which
bound the domain D � p � traced out by the circles ζ � x ��	 x � p
(Fig. 11). In connection with an interpretation from special
relativity, the current type of lines is called ’space-like’.

If p is a γ-line (’light line’), we have a unique γ-plane ε
through p and all image circles touch ε � E2 at p � E2. Here
and in the case of a line p with inclination angle α � π � 4
(’time-like’ line, where we have no real envelope), the im-
age circles ζ � x ��	 x � p, cover the entire plane E2. If we re-
strict to a segment p with end points a 	 b on such a line, then
the domain D � p � is bounded by the image circles ζ � a ��	 ζ � b �
of the end points.

For an arbitrary regular C1 curve p, we pick a point x on
it and consider its tangent t. Since the envelope computa-
tion requires first order derivatives only and t is a first or-
der approximant to p at x, the following construction yields
the contact points x1 	 x2 of ζ � x � with the envelope (Fig. 12):
compute the intersection point T � t � E2 and pass the tan-
gents t1 	 t2 through T to the image circle ζ � x � ; their con-
tact points x1 	 x2 are the envelope points, the tangents t1 	 t2
are tangent to the envelope. The lines xx1 and xx2 may be
considered as rulings of a developable surface through the
curve p whose rulings have inclination angle γ � π � 4. Such
a γ-developable can also be viewed as developable surface
joining p and the ideal conic Ω.

The domain D � p � is bounded by (parts of) of the fol-
lowing curves: the envelopes to segments of p with space-
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Figure 12. Cyclographic image of point plus
tangent

like tangents and the image circles of the end points of p.
For piecewise C1 curves, we also have to consider the im-
age circles of points with tangent discontinuities. Note that
trimming of these curves may be necessary.

It might be surprising that curve segments p, all whose
tangents are γ-lines, are not considered for the boundary
computation: the tangent surface of such a curve p is a γ-
developable which intersects E2 in the envelope curve c � p � .
The image circles ζ � x � are osculating circles of the enve-
lope and hence contained in each other (since we require a
regular curve p). Thus, we just have to map the end points
of these curve segments in order to get the corresponding
domain boundary in E2.

For more details on the cyclographic mapping of curves,
both from a differential geometric and an algebraic point of
view, we refer to the literature [6, 31, 36].

Example 3.1. An application of the cyclographic mapping
of curves are disc Bézier curves in the plane. The tolerance
region boundaries for the control points are circles (say with
positive radius), which determine points pi 	 i � 0 	 � � � 	 n in
the cyclographic model. The spatial Bézier curve segment
p with control points pi and parameterized over the stan-
dard interval � 0 	 1 
 has a cyclographic image curve which –
eventually after trimming – forms together with parts of the
end circles ζ � p0 � and ζ � pn � the boundary of the tolerance
zone D � p � to the planar Bézier curve segment.

Remark. We pointed out that trimming of the enve-
lope c � p � may be necessary. This occurs in case of self-
intersections of c � p � or intersections of different compo-
nents of c � p � . There are ’local’ types of self-intersections
arising in the neighborhood of typically two cusps of the
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Figure 13. Cyclographic contour and silhou-
ette of a surface (outer part)

envelope (swallow–tail). Those cannot occur if there are
no singularities of the envelope; conditions for an envelope
without singularities may be found with curvature formula
(6). ’Global’ types of self-intersections are harder to detect,
but under certain global shape conditions it may be possi-
ble to prove results which help to speed up tests for self-
intersections. Such results could be derived recently in case
of offsets, e.g., cyclographic images of curves p in ’horizon-
tal’ planes x3 � const [47]. Trimming can also be caused by
intersections of different parts of the envelope, e.g., those to
different segments of the curve p, which are separated by
segments with time-like tangents.

3.2. Two-parameter sets of circles

A two-parameter set of circles is represented by a surface
Φ in the cyclographical model. We are interested in the
planar domain D � Φ � traced out by the circles ζ � x ��	 x � Φ,
of the system.

Contributions to the boundary of D may come from the
cyclographic image of the boundary of the surface Φ or
from the cyclographic silhouette of the surface. The first
issue has been discussed already, and thus we are now fo-
cusing on the cyclographic silhouette. Similar to the defi-
nition of contour and silhouette of a surface with respect to
a central or parallel projection, we use the following defini-
tion. The cyclographic contour c � Φ � is the set of all points
of the surface Φ � � 3 , whose tangent plane is a γ-plane. If
such points exist, the generic case is the one in which these
points form a curve c on the surface (Fig. 13). Since the
tangent planes along c form the constant angle π � 4 with the
x3-direction, the contour is also an isophote for illumination
parallel to the x3-axis. The tangent planes along c possess
as envelope a γ-developable Γ � Φ � , which may be viewed as
connecting developable surface of Φ and the ideal conic Ω.
The intersection curve of Γ � Φ � with the reference plane E2

is the cyclographic silhouette s � Φ � of the surface Φ.
Looking at the cyclographic image of a plane, we see that

only a γ-plane results in a 2-parameter set of circles with an
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Figure 14. γ-developable tangent to an ellip-
soid

envelope (the intersection of the plane with E2). From this it
follows immediately that a nontrivial envelope of the circle
system (i.e., one which does not come from the boundary
of Φ) can only stem from the cyclographic contour, i.e., it
must be the cyclographic silhouette.

For trimming the boundary D � Φ � the following simple
fact is helpful: The cyclographic image of parts of the
boundary curve b of Φ can contribute to D � Φ � only if the
tangent planes at its points have an inclination angle less or
equal π � 4 against E2.

Example 3.2. The simplest nontrivial surfaces which may
be used to approximate a smooth surface Φ are quadrics.
Hence, it is interesting to discuss the cyclographic contour
and silhouette of a quadric Φ. We have to construct the
connecting developable surface Γ � Φ � between Φ (surface
of algebraic class 2) and the conic at infinity Ω (as a set of
tangent planes, also a surface of class 2; it is dual to the
point set of a quadratic cone). Hence, the connecting devel-
opable is dual to the intersection curve of two surfaces of
order 2 and hence it is algebraic (in general not rational) and
has class four. This means that, algebraically counted, four
tangent planes pass through a general point. Hence, the in-
tersection of Γ � Φ � with the plane E2, i.e., the cyclographic
silhouette is an algebraic curve of class 4. The class may
be less in case of degree reductions. We do not go into such
details here, but mention that this study is dual to degree re-
ductions of central projections of the intersection curve of
two quadrics. The developable surface Γ � Φ � possesses Ω as
a self-intersection curve. In general, there are three further
self-intersections, which are conics. For a quadric with mid-
point m, these conics lie in planes through m. Clearly, the
silhouettes are therefore also cyclographic images of con-
ics. For more details on the silhouettes, which are known in
classical geometry as hypercycles, see W. Blaschke [5].

Figure 14 illustrates the case of an ellipsoid. In this ex-
ample we have two topological components of the boundary
of D � Φ � belonging to the two topological components of the
γ-developable Γ � Φ � . However, the (untrimmed) boundary
is just one irreducible algebraic curve and the γ-developable
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Figure 15. 2-parameter set of circles bounded
by the untrimmed part of the cyclographic sil-
houette (left), trimmed silhouette (right)

is an irreducible algebraic surface. Figure 15 shows some
circles in the corresponding 2-parameter set of circles. It
illustrates that fact that the (trimmed) cyclographic silhou-
ette appears as boundary of the domain covered by the set
of circles.

Remark. Although it is not necessary for the computa-
tion of the silhouette, it is interesting to ask for the cyclo-
graphic contour of a quadric. The polarity κ with respect
to a quadric maps each point of the quadric to its tangent
plane and vice versa. Hence, κ maps the tangent planes of
Γ � Φ � to the points of the contour c � Φ � . By linearity of κ,
it follows that the cyclographic contour of a quadric is in
general an algebraic curve of order four (image of a de-
velopable surface of class 4). It may be computed as the
intersection of Φ with the polar image of Ω � Γ � Φ � , which
is a quadratic cone. The same argumentation applies for
arbitrary isophotes and thus we see the classical result that
isophotes of quadrics are algebraic curves of order � 4.

3.3. Three-parameter sets of circles

These are the cyclographic images of solids in
� 3 . Con-

tributions to the boundary of domain D � s � covered by the
circle system can only be cyclographic images of boundary
surfaces, edge curves and vertices of the solid.

Example 3.3. We discuss the tolerance region D for a circle
given by a fat midpoint M and an interval I � � r	 R 
 for the ra-
dius (r shall be larger than the diameter of M). The set of all
circles with a midpoint in the convex domain M and a radius
ρ � I has the following solid S as cyclographic preimage: S
is bounded by the two planes x3 � r 	 x3 � R and a cylinder
surface with x3-parallel rulings and base curve through the
boundary curve m of M. These three surfaces cannot have
γ-planes as tangent planes and thus need not be considered
for a contribution to the boundary of D. The contribution
can only come from the two convex boundary curves mr
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�

Figure 16. Cyclographic preimage of the tol-
erance region of a circle with fat center and
radius ρ � � r 	 R 


and mR which are translates of m by vectors � 0 	 0 	 r � and
� 0 	 0 	 R � , respectively. The complete cyclographic image of
mr is the two-sided offset of m at distance r, and analo-
gously the image of mR is the two-sided offset at distance
R. The γ-developable through mr, which leads to the ’exte-
rior’ offset of m at distance r (defined by m � rn with outside
unit normals n of the curve m) cuts at points of mr locally
into the solid; hence it does not contribute to D. The same
holds for the interior offset of m at distance R. The exte-
rior offset of m at distance R is always convex. It bounds
the outer boundary curve of the ring-shaped domain D. The
inner boundary curve is the trimmed interior offset of m at
distance r. This simple result can be obtained easily with-
out the cyclographic model (see also [16]). We used it here
just to give an example of the concept. Figure 16 shows an
axonometric view.

4. Tolerance zones for circles in the plane

4.1. Circles through a fat point

For a tolerance analysis of circle constructions with help
of the cyclographic model, the following problem is of fun-
damental importance: Given a convex domain K (fat point),
find the cyclographic preimage S of all circles through the
fat point, i.e., circles intersecting K.

A circle intersecting K, which contributes to the bound-
ary of S must possess a circle in an arbitrarily small neigh-
borhood of itself, which does not intersect K. Hence, such a
circle must be tangent to K. All circles touching K have as
cyclographic preimage two γ-developables Γ1 	 Γ2 through
the boundary k of K. Confining to a positive radius, we may
restrict to the part in x3 � 0. Let Γ1 belong to circles which
are centered outside K and touch K from outside. Together
with E2 : x3 � 0, the surface Γ1 confines an unbounded
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Figure 17. Cyclographic preimage of circles
through a fat point (disk), axonometric and
front view

convex domain D in
� 3 .

Now, we have to remove that subset D1 of D, whose cy-
lographic image circles cover K. Here and in the following
we say that a circle ’covers’ a set A, if the closed circular
disk contains A. The set D1 is bounded by the part of Γ2,
whose cyclographic image circles touch k and cover K. This
part is therefore the one which is visible for parallel projec-
tion in direction � 0 	 0 	 � 1 � . In general, it contains edges
which are self-intersections of the complete surface Γ2 (see
Fig. 18). D1 is convex: Given two points a 	 b � D1, their
cyclographic image circles cover K. The images circles of
the points x on the straight line segment with end points a 	 b
cover the intersection of the circular disks bounded by ζ � a �
and ζ � b � . Hence, ζ � x � also covers K. Thus, x � D1, and we
have proved the convexity of D1.

Theorem 2. The cyclographic preimage of all circles (with
positive radius) through a fat point K is the difference set
D � D1 of two unbounded convex domains in

� 3 . D is
bounded by the convex domain K in the plane E2 and part of
a γ-developable Γ1 through the boundary k of K; its points
are cyclographic preimages of circles touching k from out-
side. D1 is bounded by the part of the second γ-developable
Γ2 through k, which is visible for projection parallel to the
vector � 0 	 0 	 � 1 � . This boundary possesses cyclographic
image circles, which touch k and cover K.

Example 4.1. As the simplest example, let us consider a
circular disc K with center � m1 	 m2 � and radius r. The two
γ-developables through the circle k are two γ-cones Γ1 (with
vertex � m1 	 m2 	 � r � ) and Γ2 (with vertex � m1 	 m2 	 r � ). D is
bounded by K and the (smooth) part of Γ1 which lies above
E2. D1 is bounded by the upper half of the cone Γ2 (Fig. 17).

Example 4.2. Another example is illustrated in Figures 18
and 19. The fat point K in E2 is bounded by an ellipse
k. The complete γ-developable through k is an algebraic
developable surface of class four (connection with the ideal
conic Ω). The surface has four conics as self-intersections:
one is the ideal conic Ω and another one is the ellipse k.
The remaining two self-intersections lie in z-parallel planes
through the axes of the ellipse. In the upper halfspace z � 0,
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Figure 18. Boundary surfaces of cyclographic
preimage of circles through a fat point
(bounded by an ellipse k)

the outer part Γ1 is free of self intersections, but the other
component Γ2 has two conic arcs as self-intersection; one
of them appears as edge of the boundary of D1 (Fig. 19).

Fat circle through three fat points

As an application of the previous considerations, let us
study the region D covered by all circles that intersect three
convex domains K1 	 K2 	 K3. They shall be arranged such
that they form a fat triangle. This requires that they may
not be viewed as collinear, i.e., no line intersects all three
domains Ki. In particular, this implies that the zones Ki are
pairwise disjoint.

The cyclographic preimage of this ’fat circumcircle’ is
the intersection S of the domains S � Ki � , characterizing cir-
cles which intersect Ki according to Theorem 2. The bound-
ing surfaces of S are γ-developables only; hence their cy-
clographic silhouettes are the boundary curves ki of Ki. The
edges occurring as intersections of two γ-developables also
possess just parts of ki as cyclographic images. Hence, other
contributions to the boundary of D can only be parts of cir-
cles, namely the cyclographic images of the vertices of S.
Not all of these vertices need to generate part of the bound-
ary. One of the vertices, say v ����� belongs to a circle, which
covers all three Ki. Another one, v � � � has as cyclographic
image a circle touching the Ki from outside. It is not triv-
ial to prove that these vertices (and image circles) exist.
The straight line segment v ����� v � � � generates circles all
of which intersect Ki 	 i � 1 	 2 	 3. These circles cover a do-
main which contains all Ki and thus the boundaries ki of Ki

do not contribute to the boundary of D. Together with The-
orem 2 on the boundary of S � Ki � we can state the following
result. For its formulation we further note: A circle touches
a domain Ki from outside or covers it iff it intersects Ki in
exactly one point.
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Figure 19. Top view of Γ1, Γ2, ellipse k and
self-intersection s of Γ2

Theorem 3. The domain covered by all circles through
three fat vertices K1 	 K2 	 K3 of a triangle is bounded by parts
of circles which intersect Ki in exactly one point.

In case of three circular disks Ki, there are 8 candidate cir-
cles, but two of them, namely circles touching all three ki

from outside or covering all three (the cyclographic images
of the vertices v ����� and v � � � ) do not contribute to the
boundary [46] (see Fig.20). An analogous statement can
be made about ζ � v ����� � and ζ � v � � � � for general convex
domains Ki.

For practical calculations it seems advantageous to work
with piecewise linear and circular boundary curves ki of the
fat points. Then the computation of the vertices of the solid
S in

� 3 can be done efficiently. It amounts only to inter-
secting γ-planes or γ-cones and thus needs no numerical ap-
proximation.

4.2. Circles tangent to a toleranced line

Consider a fat line spanned by two fat points K1 	 K2. The
fat line consists of all lines intersecting both K1 and K2. This
set of lines is a set of points in dual projective plane and
thus we can speak of its boundary B. Dual to the bound-
ary of the intersection of two domains (2-parameter point
sets) in the plane, we see that B consist of all lines which
touch at least one of the convex domains Ki and intersects
the other one. If the boundaries of Ki are smooth, B is piece-
wise smooth as a set of lines: its envelope consists of four
segments c11 	 c12 	 c21 	 c22 on the boundary curves of Ki (be-
tween the contact points of common tangents). Disconti-
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Figure 20. Fat circle through three fat points

nuities of the contact point with the envelope appear at the
common tangents (see Fig. 21).

We now look at the cyclographic preimage of the set of
circles which touch the fat line from a given side. All circles
touching an oriented line L have their cyclographic preim-
ages in a γ-plane through L. Since we are confining to a
positive radius, we need just the half-plane in x3 � 0. In
this way, we associate a γ-plane with each line in the fat
line. The domain S traced out in space is bounded by parts
of the γ-planes to the common tangents of K1 	 K2 and parts
of the γ-developable surfaces through the curve segments
ci j.

To study the domain S, we may intersect it with a plane
ε : x3 � r � const. It belongs to circles with radius r. The
orthogonal projection of such a horizontal slice ε � S into E2

is the tolerance region for the centers of circles with radius
r which touch the fat line.

For r � 0, we get the boundary of the tolerance zone
S � E2 to the fat line; here, the curves ci j do not contribute to
the boundary. However, increasing r, we see that the men-
tioned developable surfaces contribute to the boundaries of
the slices; these curved boundary parts are of course offsets
of ci j at distance r (Fig. 21).

As an application we may discuss the fat circle touching
three given fat lines. Each fat line may be given as con-
nection of two fat points; thus, altogether we admit 6 input
points (not just a triangle). We have to intersect the three
domains S1 	 S2 	 S3 corresponding to the contacting circles
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Figure 21. Tolerance domain for the centers of
circles with fixed radius r which are tangent
to a toleranced line

of each of the three lines. The intersecting solid S has as
its boundary surfaces only γ-planes and γ-developable sur-
faces. Hence, there will be no nontrivial cyclographic con-
tours and silhouettes. This proves the following result:

Theorem 4. Let us consider three fat lines LA 	 LB 	 LC,
each of them given as connection of two fat points �A1 	 A2 
 ,
�B1 	 B2 
 and �C1 	 C2 
 , respectively. Then, the domain covered
by all circles which are tangent to the three fat lines at a
given side is bounded by parts of circles which touch triples
of lines HA 	 HB 	 HC of the following type: HA touches either
A1 or A2 (at a boundary point whose tangent intersects A2

or A1, resp.) or a common tangent of A1 	 A2; analogous
statements hold for HB 	 HC.

Further research will be necessary to make a sharper state-
ment and to rule out parts of Ai 	 Bi 	 Ci on the boundary.

With an appropriate definition of the side from which
the circle shall touch the three given lines, the resulting tol-
erance zone is the tolerance zone for the inscribed circle of
a fat triangle. Its vertices are the intersections of the tol-
erance zones to the given lines. However, given three fat
points A 	 B 	 C, defining the three fat connecting lines, and
then doing the present construction does not give the toler-
ance region for the inscribed circle to the triangles with the
given fat vertices A 	 B 	 C . This is so, because the tolerance

A

B

C

Figure 22. Fat triangle

regions to the edges of the fat triangle have intersections
which cover the given fat points A 	 B 	 C, but they are in gen-
eral larger than those (see Fig. 22).

4.3. Tangents to a fat circle

Let us consider a fat circle represented in the cyclo-
graphic model by some solid S � � 3 . We would like to pass
tangents through a given point in the plane to the circles in
this 3-parameter family and ask for the tolerance zones of
the contact points.

To start with a simple case, we look at tangents parallel to
a given (at the moment) precise line L � E2 with a unit nor-
mal vector � n1 	 n2 � . The two lines, parallel to L, which touch
a circle c with center � p1 	 p2 � and radius p3 have contact
points � p1 	 p2 � � p3 � n1 	 n2 � . These points may be viewed
as images of the cyclographic preimage p � � p1 	 p2 	 p3 � of
c under a projection parallel to vectors l1 � � n1 	 n2 	 1 � or
l2 � � n1 	 n2 	 � 1 � . The projection lines are γ-lines in planes
orthogonal to L. We see that in the present situation the tol-
erance zones for the contact points are the images of the
cyclographic preimage S under projections parallel to vec-
tors l1 and l2.

This is extended to the case of an inprecise direction of
L. Instead of l1, we have the rulings of a part Γ1 of a γ-
cone as possible projection rays, and analogously for l2. Let
a1 	 b1 be the end rulings of the cone segment Γ1. Now, the
tolerance zone for one of the contact points contains at its
boundary the following curves: parts of the boundaries of
the projections of S parallel to a1 	 b1 and part of the cyclo-
graphic image of S. For the latter, only those cyclographic
contour points on S are admitted at which a normal of S is
parallel to a normal of the cone segment Γ1, i.e., a tangent
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Figure 23. Construction of tangents to a fat
circle

of the cyclographic image is within the given range of di-
rections of L.

Contact points of tangents through a given (precise)
point z � E2 can also be successfully discussed with help
of the cyclographic model. Consider an oriented line L
through z. Then, the cyclographic preimage of the circles
touching L are points p in a γ-plane ε through L. The cor-
responding contact points are obtained as projections of p
with γ-lines in the plane ε (Fig. 23). Rotating the pencil of
γ-lines in ε around the x3-parallel line A through z, we ob-
tain a two-parameter set of lines, i.e. a line congruence C.
We call it rotationally symmetric γ-congruence with axis A,
see Figure 24. In line geometric terms, C is an algebraic
congruence with bundle degree two (algebraically counted,
two lines of C pass through a general point) and field degree
two (2 lines of K lie in a general plane).

The two lines of C through a given point p � � 3 in-
tersect E2 in the contact points of those tangents of ζ � p � ,
which pass through p. Hence, the contact regions are again
obtained via a projection, but now the projecting lines are
taken from the congruence C. The boundary of the projec-
tion of the solid S, representing the fat circle, is formed by
image curves of edges and silhouettes of surfaces, arising as
intersections of those lines l � C, which are tangent to S. We
see that the nontrivial part of the boundary again amounts
to the determination of the silhouette with respect to some
projection. Let us summarize:

Theorem 5. The tolerance regions of the contact points of
tangents from a fixed point z to the circles of a k-parameter
family are obtained as follows: Project the cyclographic
preimage of the circle set via the rotationally symmetric
congruence of γ-lines with axis A � z into E2.

This generalized projection deserves further studies,
both from an algebraic and differential geometric view-
point. We also mention that the tangents from a fat point
can be discussed in a similar way. However, at each point
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Figure 24. Rotationally symmetric γ-
congruence
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Figure 25. Cyclographic preimage S of fat cir-
cle and construction of tolerance region of
contact points of tangents through z to the fat
circle

in space, we then have two segments of γ-cones for the pro-
jection.

Aspects of the computation of contours of surfaces with
respect to line congruences have been studied by Elber and
Cohen [9] in connection with accessibility in NC machin-
ing.

Example 4.3. Consider a fat circle, whose cyclographic
preimage is a sphere S. In the plane E2, the fat circle con-
sists of a two-parameter set of circles. We construct the tol-
erance zones for the contact points of tangents from a fixed
point z to these circles according to Theorem 5. Fig. 25
shows the two components of the ruled surface formed
by those lines in the rotationally symmetric γ-congruence,
which touch the sphere S. The intersection with E2 yields
the boundaries of the tolerance zones for the two contact
points, see Figure 26. Whereas a parallel projection maps a
convex surface onto a convex silhouette, the present gener-
alized projection obviously does not possess this convexity
preserving property.
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5. Conclusion and future research

We have outlined geometric concepts for a worst case
tolerance analysis of CAD constructions. From a theoretical
viewpoint, linear constructions as well as linear freeform
curve schemes are understood very well.

We have also shown how the cyclographic mapping
helps to study planar constructions involving circles. Here,
further research is needed to get a better understanding of
the global behaviour of the resulting tolerance zones.

Missing planar constructions concern normals to lines
and reflections in the plane, which will be subject of a sep-
arate contribution. Very much remains to be done in three
dimensions, both concerning metric constructions and re-
liable approximations of tolerance zone boundaries of sur-
faces.

Another important issue which needs to be addressed in
the future is an efficient implementation. For that, it will be
necessary to make limitations on the shapes which are used
to represent the tolerance zone boundaries.
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einer Fläche. Elemente d. Math., 17:79–81, 1962.

[46] J. Wallner, R. Krasauskas, and H. Pottmann. Error propaga-
tion in geometric constructions. Computer-Aided Design, to
appear, 2000.

[47] J. Wallner, T. Sakkalis, T. Maekawa, H. Pottmann, and
G. Yu. Self-intersections of offset curves and surfaces.
Preprint, 1999.

363


