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Abstract

The upper talocalcanean join (articulatio talocruralis)1 is the join of
the shin bone (tibia) and the ankle bone (talus). The tibia and the an-
kle bone are in contact at the facies articularis inferior tibiae2 and the
facies articularis superior trochleae tali3. In order to build protheses
that simulate the motion of the UTJ we study the geometry of the two
surfaces FAIT and FAST, respectively. We are looking for kinematic
surfaces that approximate FAIT and FASTT best. For that we use
line geometric methods to fit best approximating linear line complexes
and compute the axis of the thus determined helical motion.
Further we registrate FAIT and FASTT in order to find configurations
such that they are in contact. Measuring deviations of the registered
surfaces helps to decide if FAIT and FASTT can be in line contact.
The detection of possible contact curves will be a topic of future re-
search.

Keywords: shin bone, ankle bone, line geometry, linear line complex, helical
motion, surface reconstruction, registration, surface normals, complex fitting.
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1 Introduction

The UTJ is known as a cylindrical join (ginglymus), see [8, 14]. Unfortunately
prothesis with cylindrical shape do not simulate the motion of the ankle bone

1In the following we use the abbreviation UTJ.
2For short: FAIT.
3For short: FASTT.
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relatively to the shin bone very well. So it is obvious to study the geometry
of the surfaces FAIT and FASTT which are in contact during the motion.
The shape of FAIT and FASTT, respectively, determins or at least constrains
the motion of the UTJ.

In Euclidean space there are exactly three types of surfaces which are in-
variant under Euclidean motions: cylinders, rotational surfaces and helical
surfaces. Assuming that FAIT and FASTT are in contact in all points of a
certain region they can only be one of these three types of surfaces.

Since cylinders, rotational and helical surfaces allow a kinematic generation,
i.e., they are swept by a curve under a translation, rotation or helical mo-
tion, they are called kinematic surfaces. Surfaces of that kind can easily be
recognized by their set of surface normals. It is well known (see e.g. [13])
that the congruence of surface normals of a kinematic surface is contained in
a linear line complex. This gives a tool for recognition of kinematic surfaces
which has been of use, e.g. in [9, 12, 13].

The surfaces we have in mind - FAIT and FASTT, respectively - are repre-
sented by noisy point clouds. This 3D data is obtained by a Minolta Vivid
900 3D laser scanner. Noise can be reduced with subdivision techniques and
other algorithms. Normals to the points of the triangulated surfaces are es-
timated locally by means of regression planes. The RANSAC principle [1]
and improvements of normal estimation methods [7] are very useful.

The paper is organized in the following way: In Sec. 2 we summarize basic
results on line geometry and kinematics. Sec. 3 is dedicated to a detailed
description of the methods and algorithms used in the exprimental part in
Sec 4. The results produced by our algorithms are presented in Sec. 4.
Finally we conclude and dicuss improvements and future research in Sec. 5.

2 Fundamentals of line geometry

2.1 Coordinates of lines

In this section we summarize well known facts and result from line geometry
as far as needed in order to understand the methods and algorithms in the
present paper. The interested reader is referred to [4, 5, 6, 13, 15].

We represent points p in Euclidean three-space R3 by Cartesian coordinates
p = (p1, p2, p3). An oriented line L in Euclidean three-space R3 can be
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uniquely represented by normalized Plücker coordinates. Let p be a point
on L and let l be a unit vector parallel to L then the vector l := x × l is
called momentum vector of L and the six tuple (l, l) comprises the Plücker
coordinates of L.

Obviously, the Plücker coordinates of lines are independent on the choice
of p on L. The direction vector l and momentum vector l of a line are
perpendicular and so we have

〈l, l〉 = 0, (1)

which will be called the Plücker relation. Here and in the following 〈x, y〉
denotes the standard scalar product of vectors x and y, respectively. Any
six tuple (l, l) of real numbers which satisfies (1) can be interpreted as the
coordinates of a line in Euclidean three-space. Thus there is a one-to-one cor-
respondence between oriented lines in Euclidean three-space and the points
of a four-dimensional algebraic manifold M4 in R6, which is given by the
equations

〈l, l〉 = 0, 〈l, l〉 = 1. (2)

Assume S is a surface having only regular points, i.e., we can compute a
tangent plane in each of its points or equivalently we can compute its (arbi-
trarily oriented) normal N = (n, n). The two-dimensional manifold of surface
normals is usually called the congruence of surface normals of S. The as-
signment of Plücker coordinates to all the surface normals transforms the
congruence of surface normals to a two-dimensional submanifold of M4.

2.2 Linear line complex of path normals

A Euclidean motion transforms points x ∈ R3 according to x 7→ y = Ax+ a,
where A is an orthogonal matrix and a is a vector in R3. Assume for a
moment that A and a depend on a parameter t and assume further that all
coordinate functions are at least one times differentiable. Then the velocity
of a point y can be computed by

v(y) = Ȧx+ ȧ = ȦATy + ȧ− ȦATa = c× y + c. (3)

Because ofA’s orthogonality we haveAAT = E3, where E3 = mboxdiag(1, 1, 1).
Differentiating this latter identity we find ȦAT + (ȦAT )T = 0 which reveals
the skew-symmetry of ȦAT and the product ȦATy can be written as c × y
as done in (3).

3



The field of velocity vectors of a Euclidean motion thus depends linearly on
the points of R3. Assume L = (l, l) is a path normal of point y, i.e. it is
normal to v(y). So we have

0=〈v(y), l〉=〈c× y+c, l〉=det(c, y, l)+〈c, l〉=〈c, l〉+〈c, l〉=:Ω(C,L). (4)

Equ. (4) obviously is a linear homogeneous equation in the Plücker coor-
dinates of the path normal L. The set of lines whose Plücker coordinates
satisfy a homogeneous linear equation is called linear line complex C. The
six-tupel (c, c) is a coordinate vector of C.

In case of 〈c, c〉 6= 0 C is called regular linear line complex. It is well known
that any regular linear line complex consists of the path normals of a certain
helical motion with axis A = (a, a) = (c, c − pc)/‖c‖, where p = 〈c, c〉/〈c, c〉
is the so-called pitch of the helical motion.

If 〈c, c〉 = 0 the linear line complex C is called singular. It consists of all lines
intersecting a single straight line C called axis, whose normalized Plücker
coordinates are a multiple of C.

The discussion of the right hand side of (3) leads to the different types of
Euclidean motions with time independent velocity field. The following three
types can be distinguished (cf. [6, 13]):

1. 〈c, c〉 6= 0 corresponds to a helical motion.

2. 〈c, c〉 = 0 and c 6= 0 describes the set of path normals of a rotation.
This set of lines is known to meet the axis.

3. c = 0: In this case the path normals are arranged in parallel planes.
Projectively speaking they meet a line at infinity. In this case the
motion is a translation.

3 The algorithms

3.1 Complex fitting

In the following we look for linear line complexes that contain given lines. In
general five independent lines determine a linear line complex. Now we are
given finitely many lines (in Sec. 4 we deal with approximately 10000 points
and normals) of the congruence of normals of a surface S.
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A closer look to Equ. (4) shows that in our setting linear line complexes
are represented by hyperplanes of R6. Since Equ. (4) is homogeneous the
hyperplane defined by a linear line complex passes through the origin of the
coordinate system.

To fit a linear line complex C = (c, c) to a set of given lines {Li} (i =
1, ..., n <∞) thus means find a hyperplane H that passes through the origin
of the coordinate system and minimizes the sum of squared distances of
data points to it. Distances in our model of line space are measured with
the metric induced by (4) since Ω(X, Y ) = 0 means X is contained in Y .
Consequently the system of normal equations of the present LQ-problem is
given by 

n∑
i=1

li · li
T

n∑
i=1

l · lT

n∑
i=1

l · lT
n∑
i=1

l · lT


[
c
c

]
= MC = 0. (5)

This system of homogeneous linear equations is solvable if and only if the
6 × 6-matrix M is singular. Thus the approximating linear line complex to
Li corresponds to the eigenvector of the smallest eigenvalue of M .

If M has k > 1 small eigenvalues the set of given surface normals is contained
in k independet linear line complexes. For example: If the set of data comes
from a sphere the normals form a bundle of line, i.e. they are concurrent in
the center of the sphere. In this case M has three small eigenvalues.

We can refine the computation of the linear line complex by assigning weights
to the lines. Let Li be the normal at point pi of the triangulated point cloud.
Let further ti be the list of triangles sharing the vertex pi. Compute the sum
of the area of all triangles in ti and divide by the number of triangles in ti.
We choose this kind of weight if the data is not uniformly sampled.

If data is uniformly sampled, i.e. the triangles have approximately equal size
we prefer another kind of weight. First we compute a linear line comlex as
eigenvector to the smallest eigenvalue of M from (5). Then we can assign
the momentum of a line L with respect to a linear line complex C to L. It is
defined by

µ(L,C) = Ω(L,C), (6)

where C is normalized such that ‖c‖ = 1. It is elementary to verify that
for a line L with normalized Plücker coordinates the identity µ(C,L) =
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p cosφ− d sinφ between the distribution parameter p of C, the distance d of
L and the axis A of C and the angle φ enclosed by L and A holds.

The momentum equals zero for lines in the complex. The momentum is
approximately zero for lines that fit well into C; it becomes large for those
lines that do not fit very well. A weight function like

w(Li) =
1

1 + µ(Li, C)r
, (7)

with positive even r punishes lines that do not fit well into C. Weights enter
the computation by multiplying the Plücker coordinates of Li with wi(Li).

Finally we repeat the computation of C and weights until the sum of squared
moments falls under a predefined threshold.

3.2 Reconstruction of kinematic surfaces

We want to create a geometric model of a surface that is given by scattered
data. So we compute the best fitting linear line complex to the set of surface
normal. Now we recognize the given surface as one of the three types of
kinematic surface. We do already know that kinematic surfaces admit a
kinematic generation, i.e. there exists a Euclidean motion such that the
given surface is swept by a curve.

In order to find a curve with the required property, we apply the motion
corresponding to the best approximating linear line complex C = (c, c) to
the surface points. We move them until their paths hit a certain plane, e.g. a
plane through the axis. The thus obtained set of points forms a fat curve mf ,
points are distributed in a small region around a curve if the surface admits
a kinematic generation. Now a smooth curve m needs to be computed such
that it is not too far from mf . There are a lot of algorithms for that, see
[10, 3, 2]

The thus obtained curve - we call it meridian m - can serve as generatrix.
With the curve m we are able to rebuild the surface and find a simple CAD
model.

3.3 Registration

The registration of the CAD model and the original surface helps to check
the quality of the approximation. The aim of registration processes is to
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move a surface S1 onto a surface S2 in order to show that they are congruent
or one is a good approximation of the other. Allthough there exists software
for registration, we need special features.

Usually registration does not care if registrated surfaces intersect. Registra-
tion algorithms only deal with geometric objects without paying attention to
real world. Collison detection is not a topic for registration, though it should
be. The surfaces FAIT and FASTT can touch only on specified sides: bones
can not touch each other from the interior.

Our registration works as follows: First we choose the sides of the surfaces
where the shall come in contact. Then we look for a good starting position
of the registration. Now we move S2 against S1 until the sum of squared
distances falls under a given threshold and S2 stays on one side of S1.

4 Experimental part

In this section we summarize the results of the algorithms applied to original
data set. We briefly describe the material and results of the surface recogni-
tion and surface reconstruction algorithm. These result may help to decide
which shape a talus prothesis should have.

4.1 Material

We obtained data from two left and two right tali and tibiae. The point
clouds we dealed with consist of approximately 10000 data points and 20000
triangles. Noise is treated with smoothing subdivision processes. We tried
to extract the same area from each compound. In Fig. 1 the areas of interest
are marked red. Left hand side of Fig. 1 shows a tibia. Right hand side
shows an ankle bone.

4.2 Recognition and reconstruction

The recognition and reconstruction phase for the tibiae leads to the results
listed in Tab. 1. In Tab. 1 the pitch p, the number of points and faces of
the triangular mesh of FAIT and FASTT are given. The columns wi show
the distribution of surface points or equivalently surface normals with weight
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Figure 1: Left: Tibia and area of interest (red). Right: Trochlea tali and
area of interest (red).

Figure 2: Trochlea tali: meridian curve (left), distribution of points with
different weights(right)

in the intervals w1 = [1, 0.9[, w2 = [0.9, 0.8[, w3 = [0.8, 0.7[, w4 = [0.7, 0.6[,
w5 = [0.6, 0.5[, w6 = [0.5, 0]. The values in the columns are percentages.

Fig. 2 shows a meridian curve of FASTT2 on the left. Red dots of the
meridian indicate points with weight larger than the mean weight.

The right hand side of Fig. 2 shows the distribution of weights on FASTT2.
Points with weight in the interval w1 are marked green, points with weights
in w2 are marked yellow, followed by red, magenta, blue and black.
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FAIT p points faces w1 w2 w3 w4 w5 w6

1 0.48665 7099 13825 46.38 11.59 3.47 2.41 2.14 34.01
2 0.33843 6288 12229 42.27 12.64 3.82 2.69 1.49 36.59
3 -0.38172 5748 9837 71.90 9.08 1.81 1.22 1.08 14.01
4 -0.26077 10005 20005 51.19 11.00 3.33 2.16 1.62 30.71

FASTT p points faces w1 w2 w3 w4 w5 w6

1 -0.18376 10307 20609 53.30 13.12 3.09 2.69 2.04 25.76
2 -0.00097 10255 19695 72.19 10.12 2.16 1.73 0.98 12.82
3 0.07604 7768 13157 86.30 5.14 1.02 0.91 0.58 6.05
4 -0.08407 8316 14356 89.92 6.18 1.02 0.82 0.65 1.49

Table 1: Tibiae and trochleae tali: pitch p, number of points and triangles,
distribution of weights after final recursion step.

min max mean dev. d1 d2 d3 d4 d5 d6

0.1541 10.1722 2.7769 1.9460 6.25 34.62 24.76 10.28 6.65 6.59
0.1394 5.8942 2.6206 0.9542 2.83 17.78 33.92 28.55 14.27 2.65
0.3016 11.9900 3.5202 2.0000 2.02 7.88 18.89 20.87 9.34 5.03
0.7093 6.2404 2.5530 0.9493 0.61 2.72 38.97 24.15 9.16 4.39

Table 2: Tibia and deviations.

4.3 Registration

The results of the registration are listed in Tab. 2. The surfaces FAITi are
moved towards FASTTi. At the final position of the registration algorithm
the deviations of both surfaces are computed and displayed. We computed
the distances of all points in FAITi to the surface FASTTi. Minimum and
maximum distances as well as mean and standard deviation of distances
are listed in Tab. 2. The percentage rates in columns di of Tab. 2 show
the relative frequency of points on FAITi having a distance d1 ∈ [0, 0.9[,
d2 ∈ [0.9, 1.8[, d3 ∈ [1.8, 2.7[, d4 ∈ [2.7, 3.6[, d5 ∈ [3.6, 4.5[, d6 ∈ [4.5,∞[,
where units are Millimeters.

Fig. 3 shows the deviations of FAIT2 to FASTT2. Nearby points are black,
followed by blue, magenta, red, yellow, green and empty circles.
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Figure 3: Deviations of FAIT2 and FASTT2.

5 Conclusion and future research

The recognition and reconstruction of FASTT and FAIT do not enable gen-
eral statements on the shape of these two surfaces. As can be seen from
the tables the pitch of the helical motion that generates either of the sur-
faces is sometimes positive, sometimes negative and sometimes close to zero.
Consequently more material needs to be studied.

The registration shows that FAIT and FASTT can be brought in contact
such that the surfaces agree at least locally in a dense set of points. Taking
into account that bones are deformable under pressure, we can say that there
could be a two-paramteric motion constrained by FAIT and FASTT. This
conjecture can only be verified with much more data.

The investigations presented so far did not deal with the case of line contact
of FAIT and FASTT. Future research will attack this problem. We have to
look for a method to find possible contact curves in either surfaces. If there
exists a pair of congruent curves in FAIT and FASTT, respectively, we have
to register FAIT and FASTT such that they agree along the contact curve,
This results in a starting position for a constrained motion of FAIT against
FASTT with permanent line contact during the motion.
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